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Abstract

A researcher allocates a budget of informative tests across multiple unknown at-

tributes to influence a decision-maker. We derive the researcher’s equilibrium learn-

ing strategy by solving an auxiliary single-player problem. The attribute weights in

this problem depend on how much the researcher and the decision-maker disagree.

If the researcher expects an excessive response to new information, she forgoes learn-

ing altogether. In an organizational context, we show that a manager favors more

diverse analysts as the hierarchical distance grows. In another application, we show

how an appropriately opposed advisor can constrain a discriminatory politician, and

identify the welfare-inequality Pareto frontier of researchers.
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1 Introduction

Decision-making under uncertainty often involves multiple dimensions of potentially

unequal importance. For example, when designing a new product, a company may

consider the product’s uncertain reception across various market segments, some of

which may be more important than others. Similarly, a politician’s optimal policy may

need to address the diverse and uncertain needs of distinct social groups, with some

groups potentially carrying more weight than others do.

In both examples, decision-makers must learn about the various dimensions, or at-

tributes, influencing their decisions but often lack the resources for a thorough inves-

tigation. Consequently, a specialized researcher is often in charge of the learning task.

However, the researcher may prioritize attributes differently from the decision-maker

and strategically procure information about the unknown attributes to influence the

final decision.

In this paper, we explore questions pertaining to such strategic concerns in learning

about complex decisions. First, what kinds of biases may arise when multiple attributes

are at play, and how do they interact? For instance, in an organizational application, we

explore two orthogonal biases—hierarchical distance and diversity—and analyze when

a manager (decision-maker) prefers diverse analysts (researchers) as a function of hi-

erarchical distance. Second, how can biases mitigate socially undesirable decisions?

For instance, in the context of political discrimination, we show how an appropriately

opposed advisor (researcher) can constrain a discriminatory politician whose decision

affects well-being of various social groups (attributes). More broadly, how does pref-

erence misalignment in a multiattribute environment affect learning, when researchers

shape not only the extent of learning but also its direction?

To address these questions, we develop a framework that captures the strategic inter-

action between a researcher, who learns about an unknown state of the world, and a

decision-maker, who acts based on the resulting information. Crucially, we assume that

the state of the world consists of multiple attributes and capture the player’s prefer-

ence misalignment by allowing for differing weights on the attributes. As such, our

main contribution is a tractable model for studying how preference misalignment affects

multi-attribute learning and decision-making.
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In Section 2, we formally introduce our framework. In our model, the attributes are

independently and normally distributed and jointly determine the state of the world and

thus the players’ preferred decisions. The state can be imperfectly learned by allocating

a given budget of tests across different attributes. The more tests are allocated to an

attribute, the more informative a signal about it becomes. Players aim to minimize the

quadratic loss between the final decision and their bliss point, which is a weighted sum

of attributes.1

We begin by analyzing a helpful benchmark in Section 3: a situation in which a single

player controls both the decision and the learning, where the optimal learning strategy

is the primary focus of our analysis. Theorem 1 shows that—absent strategic motives—

the player chooses the test allocation which achieves the highest reduction in residual

uncertainty regarding her optimal decision. In particular, optimal learning reflects both

the attribute’s relevance to the agent and its prior uncertainty. Put differently, the

more important and more uncertain an attribute is, the more tests are allocated to it.

Moreover, the budget size determines how many attributes the agent learns about.

In Section 4, we return to the primary framework, in which a researcher controls the

learning and a decision-maker makes the decision. Our main result (Theorem 2) shows

that the researcher’s equilibrium test allocation then coincides with the single-player

solution with auxiliary weights, which are different from the actual weights of either

player. We show that these auxiliary weights decrease as the misalignment between play-

ers grows. If the researcher values an attribute less (or more) than the decision-maker

does, he views the decision-maker’s reaction to any information about that attribute as

excessive (or insufficient). When the misalignment results in overreaction, it can lead

the researcher to abstain from learning about the attribute entirely. Notably, when all

of the researcher’s weights are sufficiently low relative to the decision-maker’s weights,

the researcher entirely forgoes learning—contrasting with the single-player case, where

learning generically takes place. The fact that the researcher’s equilibrium test allo-

cation coincides with the single-player solution with auxiliary weights clarifies how the

strategic motive influences the researcher’s learning, reducing its impact to a shift in at-

tribute weights. Thus, by comparing these auxiliary weights to the researcher’s original

weights, we can pinpoint how misalignment drives adjustments in the researcher’s learn-

1Our model is a static variant of the framework in Liang, Mu, and Syrgkanis (2022), who study a
single agent’s dynamic learning under attribute correlation.
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ing strategy—insight that would be harder to achieve if the strategic solution deviated

fundamentally from the single-player case.

We explore two economical applications, each with a tailored parametrization of player

misalignment. These applications demonstrate the versatility of our analytical tools

in studying misalignment and yield new insights within each specific context. In our

first application, we examine how biases across layers of hierarchy influence learning

in organizations. Here, an analyst (researcher) gathers information, and a manager

(decision-maker) acts on it. While the manager trivially prefers an analyst whose pref-

erences match hers, we examine the preferred analyst when full alignment is unfeasible.

We parametrize misalignment by decomposing the analyst’s preferences into sensitivity

(how closely the players align in absolute terms) and distortion (how much the players

disagree in relative terms). Proposition 2 shows that the manager may prefer ana-

lysts with high distortion when the analysts have low sensitivity. An analyst with low

sensitivity views the manager’s reaction to any information as excessive and thus may

completely forgo learning. In such cases, the manager then prefers an analyst who is

very distorted toward some attribute, as then the manager’s reaction to information

about that attribute is no longer viewed as excessive, resulting in some learning. As

any learning is better for the manager than no learning, she prefers a strongly distorted

analyst over one with little or no distortion. Assuming that the more hierarchical the

organization, the bigger the difference in the sensitivity between the managers and the

analysts, our results suggest balancing diversity and uniformity (reflected in distortion)

in organizations as a function of hierarchical distance.

In our second application, we explore the issue of discrimination. A politician (decision-

maker) chooses a policy to meet the uncertain needs of two a priori identical social groups

(attributes) but favors one group over the other. With an unchecked politician—who

controls both decision-making and learning—such favoritism results in inequality and

reduces utilitarian welfare compared to the situation without favoritism. We exam-

ine how delegating learning to an advisor (researcher) with different preferences can

mitigate these negative effects. Proposition 4 demonstrates that there exists a welfare-

inequality Pareto frontier of potential advisors that strictly dominates unchecked dis-

crimination. At one end of this frontier is an impartial advisor, who—given the politi-

cian’s favoritism—maximizes welfare, but leaves the groups with unequal outcomes

(Lemma 3). At the other end of the frontier is an advisor who is suitably partial towards
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the disadvantaged group. Such an advisor learns precisely enough about this group to

counteract the politician’s favoritism, and thus eliminates inequality when appointed

(Lemma 4). However, it comes at a cost to welfare, as the politician then relies less on

the advisor’s information, and information is thus “wasted.” Notably, the level of ad-

visor’s partiality required to eliminate inequality does not increase with the politician’s

favoritism but exhibits a non-monotone relationship.

In Section 7, we outline two extensions developed in detail in the online appendix. The

first examines multiple researchers in the context of media markets, showing that while

competition between media outlets (researchers) leads to polarization in equilibrium,

this outcome is actually beneficial for a voter (decision-maker). The second extension

addresses uncertainty about the decision-maker’s preferences. We study this within a

dual-self model, where a single agent may be either sophisticated or näıve about potential

changes in her preferences between the learning and the decision-making stages, finding

that näıvete can, in fact, be advantageous.

We conclude in Section 8 by discussing our results and prospective avenues for future

research.

Related literature. Our work is closely related to Bardhi (2024), who examines

a strategic multi-attribute learning problem where a project’s payoff is composed of

correlated attributes, weighted differently by a decision-maker and a researcher. The

researcher selects which attributes to sample (and perfectly learn), given that he can

sample a limited number. Bardhi (2024) primarily focuses on the role of correlation

between attributes. In contrast, we aim to provide a tractable model to study preference

misalignment. First, we focus on independent attributes to separate misalignment effects

from correlation. Second, we consider noisy learning, where the choice involves not only

which attributes to learn about but also how much to learn about each. Our analysis

demonstrates that with as few as two attributes, noisy learning effectively captures the

complexity of bias interactions.2

Kirneva (2023), building on Tamura (2018), considers a related multidimensional set-

ting, where the decision-maker can acquire additional costly information on top of what

2More broadly, our framework is related to the Gaussian-sampling literature such as Bardhi and
Bobkova (2023), Callander (2011), and Carnehl and Schneider (2024).
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is provided by the researcher. The need to influence the decision-maker’s learning strat-

egy (and not only the decision) then shapes the researcher’s learning strategy. The

researcher may then provide partial information about the attribute on which the play-

ers’ preferences are misaligned in order to divert the decision-maker’s learning away

from it.3 In contrast, we do not allow for independent learning by the decision-maker,

creating a distinct strategic environment and shutting down the “attention diversion”

channel.

Our framework builds on Liang et al. (2022), adapting their dynamic model of multiple

attributes to a static form. Furthermore, while they study a single agent’s dynamic

learning under attribute correlation, we focus on strategic learning and abstract from

correlation to highlight the role of preference misalignment between players. Notably,

there is a key parallel in our findings. Both papers show that a “greedy” learning

strategy, which achieves the highest reduction in residual uncertainty and is optimal in

a single-player model without correlation, remains optimal in the presence of correlation

(Liang et al., 2022) and in the presence of strategic motives (our paper), respectively.

Our first application, on diversity in organization, connects to the literature on delegated

expertise, where a decision-maker delegates learning about the state of interest to a

biased researcher.4 We explore the effects of different biases between the researcher

and the decision-maker, which is related to studies by Ball and Gao (2024), Che and

Kartik (2009), and Ilinov et al. (2022). These papers show that delegating learning to

a researcher with some preference misalignment can be optimal in single-dimensional

settings, as misalignment encourages the acquisition of more costly information. In

contrast, we explore a multidimensional setting, where the researcher decides which

attributes to learn about and to what extent. Our findings in Section 6.1 reveal that

higher misalignment on a certain type of bias can be beneficial, as it may prevent the

breakdown of learning caused by misalignment on another, orthogonal, type of bias.

Our second application, on discrimination in policymaking, relates to Fosgerau et al.

(2023) and Echenique and Li (2023), who explore how decision-makers’ strategic learn-

3Similar insights—namely, that when the receiver can acquire information, the sender’s choices are
primarily driven by a desire to influence the learning process rather than the final decision—have also
been obtained by Matveenko and Starkov (2023).

4Pioneered by Demski and Sappington (1987), this literature has seen renewed interest, for instance,
see Deimen and Szalay (2019) and Lindbeck and Weibull (2020).
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ing choices reinforce discrimination.5 They show that employers’ discriminatory be-

liefs shape job candidates’ incentives to invest in their skills, potentially leading to

a self-sustaining discriminatory equilibrium. In contrast, we focus on countering dis-

criminatory tendencies by separating learning from decision-making and delegating it

to independent advisors. Further, our results in Section 6.2 complement Liang et al.

(2024). They study the fairness-accuracy Pareto frontier in the context of an interaction

between an egalitarian researcher and a utilitarian decision-maker, where the researcher

may coarsen or ban information about certain attributes. In contrast, we examine the

welfare-inequality frontier in a setting where the decision-maker is inherently unfair but

can be paired with a researcher holding different preferences, who can flexibly allocate

informative tests across different attributes.

2 Model

2.1 Setup

Players. There are two players, a decision-maker (D, she) and a researcher (R, he).

First, the researcher chooses the learning strategy to examine payoff-relevant attributes

of the state of the world by choosing how to allocate a budget of tests T . Second, the

decision-maker observes the results of these tests and makes a decision.

Attributes. There is an unknown state of the world θ̃ = (θ̃1, . . . , θ̃K) consisting of

K ≥ 2 attributes.6 All attributes θ̃k for k = 1, . . . ,K are jointly normally distributed

with commonly known prior means µ0k ∈ R and prior variances Σ0
k > 0; that is, θ̃k ∼

N
(
µ0k,Σ

0
k

)
. Moreover, the attributes are independent: θ̃l ⊥ θ̃j for l ̸= j.

Actions. The decision-maker chooses a decision d ∈ R. The researcher, given an

exogenous budget of tests T > 0, chooses a test allocation τ ∈ T := {τ ∈ RK+ :

τ1 + . . . + τK ≤ T}, where τk is the amount of tests allocated to learn about attribute

5See Onuchic (2024) for a recent overview of theories of discrimination.
6We denote a random variable and its realization by x̃ and x, respectively.
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θ̃k. Allocating τk to attribute θ̃k yields a single observation of a signal,

s̃k(τ) = θ̃k + ε̃k, (1)

where ε̃k ∼ N (0, 1/τk), and where ε̃k is independent of all other random variables.7

When the researcher chooses τ = (0, . . . , 0), we say the researcher abstains from learn-

ing. The test allocation τ = (τ1, τ2, . . . , τK) and the subsequent signal realizations

s = (s1, s2, . . . , sK) are publicly observed, and the players are symmetrically informed

throughout the game.

Payoffs. Each player i = D,R has a bliss point, which is a linear combination of the

realized attribute values:

bi(θ) := αi1θ1 + . . .+ αiKθK

for commonly known weights αi = (αi1, . . . , α
i
K) ∈ RK+ .8 The players may weigh at-

tributes differently, which is the source of their conflict. When the decision-maker takes

a decision d ∈ R and the realized state is θ, player i obtains ex post utility

ui(d, θ) = −(d− bi(θ))2.

From the ex ante perspective, i’s bliss point bi(θ) is distributed according to

b̃i := bi(θ̃) ∼ N
(
bi0, σ

2,i
0

)
,

where bi0 = αi1µ
0
1 + . . .+αiKµ

0
K is player i’s ex ante expectation of their bliss point, and

σ2,i0 =
(
αi1
)2

Σ0
1 + . . .+

(
αiK
)2

Σ0
K is the prior variance of player i’s bliss point.

7When τk = 0, the signal s̃k(τ) is considered completely uninformative about θ̃k.
8 The non-negativity assumption αi

k ≥ 0 simplifies the exposition and is without loss of generality.
If the players’ weights αD

k and αR
k had opposite signs, the researcher would never learn about attribute

θ̃k, effectively equivalent to setting αR
k = 0. Additionally, since any attribute can be replaced by its

negative, if αD
k , α

R
k < 0 for some k, we can instead consider −θ̃k with positive weights −αD

k ,−αR
k > 0.
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Timing. First, at the ex ante stage, the researcher chooses a publicly observable test

allocation τ to maximize his ex ante expected utility

V R(τ) := E
[
uR
(
d (s̃, τ) , θ̃

)]
, (2)

where, given some anticipated decision strategy d(s, τ), the expectation is taken over

the induced distribution of the decisions and the state of the world. Next, nature draws

the state realization θ and signal realizations s. The players observe s and update their

beliefs about the state (and bliss points). Then, at the interim stage, the decision-maker

chooses decision d to maximize her interim expected utility

UD(d, s, τ) := E
[
uD
(
d, θ̃
)]
, (3)

where the expectation is taken over the state. Finally, at the ex post stage, payoffs are

realized.

Equilibrium. A weak Perfect Bayesian Equilibrium of the game (henceforth, “equi-

librium”) is a triple (τ∗, d∗(s, τ), θ̃(s, τ)) such that

1. the researcher’s test allocation strategy τ∗ ∈ T maximizes his expected utility

(2) given the decision-maker’s strategy d∗(s, τ) and her prior belief; whenever the

researcher is indifferent between some τ and abstaining from learning, he chooses

the latter;9

2. the decision-maker’s decision strategy d∗(s, τ) : RK × T → R maximizes her

expected utility (3) given her posterior beliefs θ̃(s, τ); and

3. the decision-maker’s posterior beliefs θ̃(s, τ) : RK × T → ∆(RK) are obtained via

Bayes’ rule for all possible signal realizations s, given the researcher’s choice τ .

2.2 Preliminary analysis: belief updating

Given test allocation τ = (τ1, . . . , τK) and signal realizations s = (s1, . . . , sK), let

θ̃k(sk, τk) and b̃i(s, τ) denote the posterior beliefs about attribute θ̃k and about player

9The tie-breaking rule resolves a possible multiplicity of equilibria, which only arises in non-generic
cases.
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i’s bliss point, respectively. For every k, we get

θ̃k(sk, τk) ∼ N
(
µ̂(sk, τk), Σ̂k(τk)

)
, (4)

where

µ̂k(sk, τk) =
1

1 + τkΣ
0
k

µ0k +
τkΣ

0
k

1 + τkΣ
0
k

sk, (5)

Σ̂k(τk) =
Σ0
k

1 + τkΣ
0
k

. (6)

Since bi(θ) =
∑

k α
i
kθk and attributes are independent, we get

b̃i(s, τ) ∼ N

(∑
k

αikµ̂k(sk, τk), σ̂
2,i(τ)

)
, (7)

where

σ̂2,i(τ) = (αi1)
2Σ̂1(τ1) + . . .+ (αiK)2Σ̂K(τK). (8)

Due to the properties of normal distribution, the variances Σ̂k(τk), and hence also the

variance of b̃i(s, τ), do not depend on signal realizations s.

3 The single-player case

We begin by analyzing the scenario in which the decision-maker and the researcher share

identical preferences, referred to as the single-player case. Here, we omit the players’

superscripts i = D,R and set α := αR = αD, b(θ) := bR(θ) = bD(θ), and so forth. For

simplicity, we refer to this single player as the agent in this section. In the learning

stage, the agent allocates tests to learn about the attributes, and in the decision stage,

after observing the signal realizations, the agent takes a decision.

The optimal decision strategy is straightforward.10 Given a test allocation τ and signal

realizations s, the expected utility (3) is maximized by

d∗(s, τ) = E[b̃(s, τ)] = α1µ̂1(s1, τ1) + . . .+ αK µ̂K(sK , τK), (9)

10We use “optimal” strategy to denote the equilibrium solution defined in Section 2 when the re-
searcher’s and decision-maker’s weights coincide.
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where µ̂k(sk, τk) for every k = 1, . . . ,K is given by equation (5). Conditional on τ , the

optimal decision is ex ante distributed as

d̃∗(τ) := d∗(s̃, τ) ∼ N (b0, ψ(τ)) , (10)

where the variance is given by ψ(τ) := σ20 − σ̂2(τ). Anticipating the optimal decision

strategy, the problem of choosing a test allocation can be reformulated as follows.

Lemma 1. In the single-player case, the optimal test allocation is given by

argmax
τ∈T

V (τ) = argmin
τ∈T

σ̂2(τ). (11)

Lemma 1 establishes that the agent chooses τ to minimize the residual uncertainty σ̂2

regarding the bliss point b̃ (i.e., the residual uncertainty concerning the optimal decision)

that remains at the posterior beliefs. Our first main result below characterizes the test

allocation that accomplishes this objective. For clarity, we present the characterization

in the case of two attributes, with the general form for K ≥ 2 available in the appendix.

Theorem 1. Consider the single-player case and let K = 2. Without loss of generality,

let α1Σ
0
1 ≥ α2Σ

0
2. Then, the unique optimal test allocation τ∗ = (τ∗1 , τ

∗
2 ) is as follows: if

α1 = α2 = 0, then τ∗ = (0, 0); otherwise,

τ∗1 =

T if T ≤ T̄

T̄ + α1
α1+α2

(T − T̄ ) if T > T̄

and τ∗2 = T − τ∗1 , where T̄ = α1

α2Σ0
2
− 1

Σ0
1
.

Theorem 1 shows that the agent’s optimal test allocation depends on the weights αk

solely through their ratios. The ex ante marginal value of learning about attribute θ̃k

is proportional to the term αkΣ
0
k, which reflects both the attribute’s relevance to the

agent (weight αk) and its prior uncertainty (prior variance Σ0
k). The budget size T

determines whether the agent learns exclusively about the attribute with the higher ex

ante marginal value of learning (T ≤ T̄ ) or if he learns about both attributes (T > T̄ ).

Note that allocating τk tests to learn about attribute θ̃k decreases its interim marginal

value of learning, which is given by
(

αkΣ
0
k

1+τkΣ
0
k

)2
. Evaluating the interim marginal value

of learning for attribute θ̃1 at τ1 = T̄ , we obtain (α2Σ
0
2)

2, which matches the ex ante
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marginal value of learning about attribute θ̃2. Hence, with T̄ tests allocated to attribute

θ̃1 and none to θ̃2, the marginal values of learning about the two attributes are equalized.

Therefore, any test budget T ≤ T̄ is allocated exclusively to attribute θ̃1, and the agent

learns about attribute θ̃2 only when more tests are available. These additional tests are

allocated between θ̃1 and θ̃2 in proportion to weights α1 and α2, keeping the interim

marginal values of learning about the two attributes equal.11

Note that the agent exhausts the entire budget T , except in the degenerate case where

neither attribute holds any importance (α1 = α2 = 0). In this scenario, consistent with

our equilibrium selection rule, the agent abstains from learning.

4 Strategic players

We now turn to the general case where the players have different preferences, leading to a

conflict of interest. We proceed by backward induction, first solving the decision-maker’s

problem and then addressing the researcher’s learning problem.

The decision-maker’s problem is analogous to the decision stage in the single-player

problem with α = αD. In particular, maximizing the expected utility (3) over d given

some test allocation τ yields the equilibrium decision strategy d∗(s, τ) = E[b̃D(s, τ)] =

αD1 µ̂(s1, τ1)+ . . .+α
D
K µ̂(sK , τK). Thus, for a given τ , the equilibrium decision is ex ante

distributed as d̃∗(τ) := d∗(s̃, τ) ∼ N(bD0 , ψ
D(τ)), where ψD(τ) := σ2,D0 − σ̂2,D(τ) and

σ̂2,D(τ) is given by (8).

Turning to the researcher’s learning problem, Lemma 1 shows that if the researcher’s op-

timal decisions were implemented, he would choose τ to minimize σ̂2,R(τ), the posterior

uncertainty about his optimal decision. In a strategic setting, however, the researcher

prioritizes attributes where his weights align closely with those of the decision-maker.

The following lemma captures the essence of the researcher’s maximization problem.

11As noted in the literature review, Liang et al. (2022) investigate an agent’s optimal dynamic infor-
mation acquisition problem in a framework similar to ours but which allows for correlated attributes.
Our single-agent solution can also be obtained using their results with suitable modifications.
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Lemma 2. The researcher’s equilibrium test allocation solves

max
τ∈T

V R(τ) = max
τ∈T

{
2
∑
k

αDk α
R
k Σ

0
kΣ̂k(τk)τk︸ ︷︷ ︸

2 cov(d̃∗(τ),b̃R)

−
(
σ2,D0 − σ̂2,D(τ)

)
︸ ︷︷ ︸

ψD(τ)

+V R(∅)

}
, (12)

where Σ̂k(τk) for every k = 1, . . . ,K are given by equation (6), σ̂2,D(τ) by equation (8),

and V R(∅) is the researcher’s expected utility under no learning (constant in τ).

Lemma 2 shows that the researcher pursues two interdependent objectives. First, he

seeks to align the final decision with his own bliss point: ↑ cov
(
d̃∗(τ), b̃R

)
. Second, he

aims to prevent the decision-maker from overreacting to new information relative to the

researcher’s bliss point: ↓
(
ψD(τ)− cov

(
d̃∗(τ), b̃R

))
. Together, these effects constitute

the added value of learning.12

To concisely formulate our main result—the solution to the researcher’s problem—we

introduce a final piece of notation. For all k = 1, . . . ,K, let

∆k := |αRk − αDk |,

λk := 2αRk α
D
k −

(
αDk
)2

= (αRk )
2 − (∆k)

2.
(13)

Hence, ∆k is the distance between the players’ weights on that attribute, and λk is a

parameter that reflects the aforementioned trade-off.

Theorem 2. The equilibrium test allocation τ∗ coincides with the solution of the single-

player problem with auxiliary weights

α̂k :=
√
max{λk, 0} for all k = 1, . . . ,K. (14)

Theorem 2 reveals a key insight: even when the researcher and the decision-maker have

different weights, the researcher’s equilibrium test allocation coincides with a solution to

the single-player problem with some auxiliary weights. Thus, the effect of the strategic

motive on the researcher’s learning reduces to a shift in attribute weights. Therefore, by

comparing these auxiliary weights to the researcher’s original weights, we can pinpoint

12The trade-off illustrated by Lemma 2 also arises in Theorem 2 in Bardhi (2024). However, the

specifics of ψD and cov
(
d̃∗(τ), b̃R

)
differ between the two models due to the distinct ways in which

uncertainty and player payoffs are modeled.
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Figure 1. The researcher’s solution: Auxiliary single-player weights
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Notes: The figures depict α̂k as a function of the decision-maker’s weight, αD
k , in panel (a), and as a

function of the researcher’s weight, αR
k , in panel (b), keeping the weight of the other player constant.

how misalignment drives adjustments in the researcher’s learning strategy—insight that

would be harder to achieve if the strategic solution deviated fundamentally from the

single-player case.

From the researcher’s perspective, the ex ante marginal value of learning about attribute

θ̃k is proportional to the parameter λk, which—unlike in the single-player case—can

be negative. Theorem 2 explains the link between the auxiliary weights α̂k and the

parameters λk. Note that λk (and thus α̂k) is decreasing in the misalignment between the

players’ weights ∆k. When ∆k > 0, the researcher views the decision-maker’s reaction to

information about θ̃k as either excessive (αDk > αRk ) or insufficient (αDk < αRk ), thereby

reducing the researcher’s incentives to learn about that attribute. If the reaction is too

strong (αDk ≥ 2αRk ) or too weak (αDk = 0), the researcher avoids learning about that

attribute entirely. If λk ≤ 0 for all k, the researcher abstains from learning, as any

information would lead to undesirable overreaction (or no reaction) by the decision-

maker, making the status quo decision the researcher’s preferred outcome.

When players disagree on the weight of an attribute, the auxiliary weight differs from

the weight of either player. Figure 1 illustrates how α̂k depends on αRk and αDk , keeping

the weight of the other player fixed. Panel (a) shows that α̂k always satisfies α̂k ≤

αRk : the misalignment effectively reduces the importance the researcher assigns to the

attribute. Nevertheless, the extent and direction of any distortion in the equilibrium

test allocation—compared to the researcher’s non-strategic optimum—then depend on

how the ratios of the auxiliary weights differ from the ratios of the researcher’s weights.
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5 Equivalent payoff specifications

This section introduces alternative payoff structures that result in the same equilibrium

test allocation as the baseline model. The objective of presenting these frameworks is

to offer alternatives that may be better tailored to particular economic applications,

thus demonstrating the adaptability of our model and the analytical tools detailed in

Sections 3 and 4.

Baseline model. Introduced in Section 2, the baseline model features a decision-

maker taking a single decision, d ∈ R. Given a decision d and a realized state θ =

(θ1, . . . , θK), the utility of player i = R,D is

ui(d, θ) = −(d− bi(θ))2 = −

(
d−

∑
k

αikθk

)2

. (15)

Framework A. In this framework, the decision-maker also takes a single decision,

d ∈ R. Given a decision d and a realized state θ = (θ1, . . . , θK), the utility of player

i = R,D is

uiA(d, θ) = −
∑
k

αik (d− θk)
2 , (16)

where
∑

k α
i
k = 1 for both players.

Framework B. This framework features the decision-maker simultaneously taking K

distinct decisions d1, . . . , dK ∈ R. Given decisions d = (d1, . . . , dK) and a realized state

θ = (θ1, . . . , θK), the utility of player i = R,D is

uiB(d, θ) = −
∑
k

(dk − αikθk)
2. (17)

In all three models: (i) players aim to minimize a loss given by a quadratic distance,

and (ii) the weights αi determine the relative importance of different attributes. Be-

yond these similarities, the frameworks differ in how the players aggregate losses across

attributes and decisions. Despite these differences, the following proposition (proved in
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Online Appendix C.1) shows that Frameworks A and B are equivalent to the baseline

model in terms of the equilibrium test allocation.

Proposition 1. Given the decision-maker’s weights αD, the researcher’s weights αR,

the test budget T , and the prior distribution of the state θ̃, the researcher’s equilibrium

test allocations in the baseline model, Framework A, and Framework B are identical.

The displayed flexibility allows us to study a rich set of economic problems. For instance,

we use Framework A to study discrimination (Section 6.2) and media polarization (On-

line Appendix B.1). To illustrate an application of Framework B, consider a portfolio

choice problem, where an investor makes decisions dk on how much to invest in each

asset k = 1, . . . ,K. Here, θ̃k represents the uncertain future return on asset k. The

investor evaluates the future returns objectively (αDk = 1 for all k), while an advisor

may have an incentive to steer the investor towards some assets and away from others:

αRk ̸= 1 for some k.

6 Applications

In this section, we illustrate how our framework can be used to study preference mis-

alignment in two applications, each with a tailored parametrization of the misalignment.

First, we adopt an organizational setting to showcase how biases across hierarchical lay-

ers impact learning in organizations. Next, we analyze a policy-making model with a

discriminatory politician and explore how introducing independent researchers to inform

policy decisions can mitigate negative effects of discrimination on welfare and inequality.

In the applications, we adopt the simplest specification, a two-attribute case, which is

already sufficiently rich to demonstrate the tension between the players arising in the

multi-attribute context. Throughout, we assume that both weights of the decision-maker

are strictly positive, αDk > 0 for k = 1, 2.

6.1 Diversity in organizations

In this application, we consider a stylized model of an organization, comprising a man-

ager (decision-maker) and an analyst (researcher). This setup reflects an organizational
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Figure 2. The bias decomposition of an analyst

αR2

αR1

β

γ

γ > 0

αD

Notes: The dashed line represents different αR values where γ is fixed at a positive value and various
values of β are considered.

hierarchy where the manager holds authority over the analyst and takes decisions based

on the analyst’s information. Given a diverse pool of analysts with varying weights,

the manager selects one to provide information. The key question is which analyst the

manager will choose.

First, it is immediate that the manager’s ideal choice would be an analyst whose weights

match hers. However, our focus is on identifying the type of analyst the manager would

prefer when, due to an inherent hierarchical structure, perfect alignment is unachievable.

To analyze this question, we begin by establishing a suitable parametrization of the

misalignment between the players’ weights.

We fix the manager’s weight vector, αD = (αD1 , α
D
2 ), and define an orthogonal vector

ᾱD := (−αD2 , αD1 ). Next, we express the analyst’s weight vector αR as a linear combi-

nation of the manager’s weight vector and its orthogonal counterpart as

αR(β, γ) := βαD + γᾱD (18)

for some β ∈ R+ and γ ∈ Γ(β) :=
[
−β α

D
2

αD
1
, β

αD
1

αD
2

]
.13 Here, β represents the absolute bias,

referred to as sensitivity (to new information), and γ represents the relative bias, referred

to as distortion. We say that the analyst becomes more sensitive when β increases.14

13The constraint γ ∈ Γ(β) follows from the requirement that αR
k ≥ 0 for both k = 1, 2. As noted in

Footnote 8, this restriction is without loss and only for ease of exposition.
14Note that when β = 1, the analyst has the same sensitivity as the manager.
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Figure 3. Equilibrium test allocation

Panel (a)
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γ

Notes: Panel (a) depicts the undistorted analyst’s equilibrium test allocation: no testing if β ≤ 1/2,
and manager’s first best if β > 1/2. Panel (b) details the equilibrium test allocation for different (β, γ)
pairs: the analyst learns (i) only about attribute θ̃1 if αR ∈ L1; (ii) only about attribute θ̃2 if αR ∈ L2;
(iii) about both attributes if αR ∈ L12; (iv) about no attribute if αR ∈ L0. The black thick lines
captures analysts with increasing distortion towards attribute θ̃2 from an undistorted analyst (dashed
line) for fixed sensitivity at β < 1/2 (line closer to the origin) and β > 1/2 (line further away from the
origin).

We further say the analyst becomes more distorted when γ ≥ 0 increases or γ ≤ 0

decreases. Specifically, when γ > 0 (γ < 0), the analyst exhibits bias towards attribute

θ̃2 (attribute θ̃1). When γ = 0, we call the analyst undistorted. Figure 2 visualizes

this bias decomposition.15 In the context of our organizational application, we posit

that analysts who are separated by more layers of hierarchy from the manager are less

sensitive.

First, we examine how the manager’s payoff changes with the analyst’s distortion γ.

Proposition 2 below shows that the manager is worse off as the analyst becomes more

distorted, provided the analyst is sufficiently sensitive (high β). However, the converse

is true when the analyst is too insensitive (low β).

Proposition 2. Fix the analyst’s level of sensitivity β ∈ R+.

(i) If β ≤ 1/2 (the analyst is too insensitive), then the manager’s expected equilibrium

15Alternative decompositions of the analyst’s weights in terms of “absolute” and “relative” bias exist.
For instance, one could present both αR and αD in polar coordinates and let β be the difference in
distances from the origin and γ be the difference in angles. The insights from our Propositions 2 and 3
would extend to such alternative representations.
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payoff weakly increases as the analyst becomes more distorted.

(ii) If β > 1/2 (the analyst is sufficiently sensitive), then the manager’s expected

equilibrium payoff weakly decreases as the analyst becomes more distorted.

The manager and an undistorted analyst share the same weight ratios, so the analyst’s

equilibrium learning strategy aligns with the manager’s first-best solution, provided the

analyst’s sensitivity is high enough to motivate learning (β > 1/2). In this case, if the

analyst’s distortion increases, his equilibrium learning strategy deviates further from

the manager’s first best, making the manager worse off. Conversely, when β ≤ 1/2,

an undistorted analyst abstains from learning, perceiving the manager’s reaction to

any information as excessive. Then, if the analyst’s distortion increases, his preferences

align more closely with the manager’s on one particular attribute, potentially prompting

him to learn about it. While the added distortion does increase misalignment on the

other attribute, it does not negatively impact learning since the initial misalignment

was already sufficient to deter the analyst from learning about it. Overall, since any

acquired information is preferable to none, the manager ultimately benefits.

The results, which are illustrated in Figure 3, highlight the importance of both diversity

and uniformity within organizations. Our findings suggest a strategic approach to orga-

nizational structure if employees lower down the hierarchy are less engaged and thus less

sensitive to new information than the managers higher up are. In organizations with

many layers of hierarchy and thus potentially significant differences in engagement, it is

beneficial to have substantial diversity at the lower levels, as indicated by relatively high

degrees of distortion |γ| compared to the managers. Conversely, in smaller, less hierar-

chical organizations, a more uniform workforce with minimal distortion is preferable as

the variation in engagement levels among managers and analysts is less problematic in

these settings.

The above underscores the nuanced role of distortion in shaping the analyst’s align-

ment with the manager’s objectives. However, when we shift focus from distortion to

sensitivity, the effects become more straightforward.

Proposition 3. Fix the analyst’s distortion γ ∈ R. Then, the manager’s expected

equilibrium payoff is weakly increasing in the analyst’s sensitivity β.

The manager always prefers a more sensitive analyst, as this leads to an equilibrium
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test allocation that aligns more closely with her first-best solution. In other words, the

manager seeks highly engaged employees who are sensitive to new information relevant

to the organization. To prove this result, we show that for any distortion γ, the equilib-

rium test allocation τ∗ increasingly aligns with the manager’s first best as β increases,

effectively neutralizing the impact of distortion.

6.2 Discrimination, welfare and inequality

In this application, we explore a scenario where a politician decides on a policy affecting

two social groups and favors one group. We investigate how appointing an advisor

with different preferences, who strategically curates the information provided to the

politician, can mitigate the negative impact of this type of discrimination on utilitarian

welfare and inequality.

Suppose there are two social groups k = 1, 2. Each group k has an unknown optimal

policy θ̃k ∼ N (0, 1), and so the two groups are a priori identical. A politician (decision-

maker) decides on a common policy, d ∈ R. The utility of group k is given by uk(d, θk) =

−(d − θk)
2. A budget T = 1 of tests is available to inquire about the optimal policies

of both groups. An advisor (researcher) chooses a test allocation τ = (τ1, τ2) ∈ T . The

learning process and notation are the same as in the baseline model.

The politician and the advisor are utilitarian with particular weights. The politician

cares about both groups but favors group k = 1, her payoff being

uD(d, θ1, θ2; δ) =
1 + δ

2︸ ︷︷ ︸
αD
1 (δ):=

u1(d, θ1) +
1− δ

2︸ ︷︷ ︸
αD
2 (δ):=

u2(d, θ2)

for a given level of discrimination δ ∈ (0, 1). On the other hand, the advisor (possibly)

favors group k = 2, his payoff being

uR(d, θ1, θ2; p) =
1− p

2︸ ︷︷ ︸
αR
1 (p):=

u1(d, θ1) +
1 + p

2︸ ︷︷ ︸
αR
2 (p):=

u2(d, θ2)

for a given level of partiality p ∈ [0, 1). When p = 0, indicating the advisor cares equally

about both groups, we call the advisor impartial.
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Our focus in this application is on welfare W (p, δ), defined as the sum of ex ante equi-

librium expected payoffs of both groups (and is hence utilitarian with equal weights),

and inequality I(p, δ), defined as their difference (and is hence an egalitarian measure):

W (p, δ) := E
[
u1

(
d̃∗(τ∗), θ̃1

)]
+ E

[
u2

(
d̃∗(τ∗), θ̃2

)]
, (19)

I(p, δ) :=
∣∣∣E [u1 (d̃∗(τ∗), θ̃1)]− E

[
u2

(
d̃∗(τ∗), θ̃2

)]∣∣∣ . (20)

In the expressions above, the right-hand side depends on p and δ via the advisor’s choice

of test allocation τ∗ and the politician’s policy choice d̃∗(τ∗), which can be more fully

described as d̃∗ (τ∗(p, δ), δ). When I(p, δ) = 0, we say there is equality in equilibrium.16

As a benchmark, we consider the case of unchecked discrimination, when the politician

controls both learning and decision-making. Here, welfare and inequality are defined

analogously to equations (19) and (20), with the politician selecting the optimal test

allocation instead of an advisor doing so. In this context, increased discrimination

negatively impacts both welfare and inequality: welfare declines while inequality rises.

We aim to understand how appointing an advisor can mitigate these adverse effects.

We analyze a scenario where welfare and inequality are influenced solely through the

advisor’s role in the learning stage, while the politician retains full control over decision-

making.

First, we ask which advisor maximizes welfare. Since both welfare and the preferences

of the impartial advisor are utilitarian with equal weights, it immediately follows that

appointing an impartial advisor maximizes welfare, regardless of the politician’s level

of discrimination. In contrast, appointing a partial advisor or allowing unchecked dis-

crimination yields lower welfare. The next lemma describes the (welfare-maximizing)

learning strategy of the impartial advisor.

Lemma 3. For every level of discrimination δ, welfare is maximized by appointing the

impartial advisor (p = 0). Moreover, the impartial advisor’s equilibrium test allocation

τ∗(0, δ) = (1/2, 1/2) is independent of δ.

As the level of discrimination δ increases, two effects emerge. From the advisor’s per-

spective, information about group 1 is increasingly overemphasized in the politician’s

16This model fits Framework A in Section 5. By Proposition 1, Theorem 2 can be used to find the
equilibrium test allocation.
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decision, while information about group 2 is increasingly underused. Each effect inde-

pendently reduces the advisor’s incentive to learn about the respective group. However,

for the impartial advisor, these effects are equal in magnitude and cancel each other

out. This leads him to be unresponsive to changes in δ and always choose an equal test

allocation. Consequently, as δ increases, inequality increases under an impartial advisor.

The above raises the question of whether a partial advisor can counterbalance the politi-

cian’s discrimination and restore equality. If so, does the required level of partiality p

increase with the level of discrimination δ? The next lemma addresses these questions.

Lemma 4. For every politician’s level of discrimination δ, there exists a unique advisor’s

level of partiality p̂(δ) > 0 that ensures equality in equilibrium: I(p̂(δ), δ) = 0. The

function p̂(δ) is continuous and non-monotone: there exists a unique δ ∈ (0, 1) such

that p̂(δ) is strictly increasing for δ < δ and strictly decreasing for δ > δ.

As noted earlier, increases in δ reduce the advisor’s incentive to learn about both groups,

as information about group 1 is increasingly overemphasized in the politician’s decision,

while information about group 2 is increasingly underused. For an advisor with partiality

p > 0, the former effect dominates the latter, prompting him to learn more about group

2 as δ increases. Moreover, the disparity between the two effects is greater for advisors

with higher partiality p, as they prioritize group 2 over group 1 more. As such, advisors

with higher partiality adjust their learning strategies more sharply in response to changes

in δ than do those with lower partiality.

On the other hand, as the level of discrimination δ increases, restoring equality re-

quires more wasted information: the advisor must learn less about group 1 and more

about group 2, even though the politician becomes less responsive to information about

group 2. Hence, the politician’s decision increasingly relies on her prior beliefs—where

there is no disagreement between groups—rather than the advisor’s information. As the

amount of “effectively” utilized information diminishes with higher δ, the adjustments

required in the learning strategy to restore equality become progressively smaller.

In summary, two effects are at play: advisors with higher partiality p respond more

strongly to changes in δ, while the degree of adjustment in tests to achieve equality

diminishes with higher δ. These dynamics then lead to the non-monotonicity result in

Lemma 4. Additionally, since restoring equality involves wasting more information as δ
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increases, it results in a welfare loss. Indeed, welfare W (p̂(δ), δ) decreases with δ.

As we have seen, welfare is maximized with an impartial advisor, but then inequality

increases with δ. Conversely, with partial advisors who restore equality, welfare then de-

creases with δ. Hence, welfare maximization and inequality minimization are misaligned

objectives, as captured in the following proposition.

Proposition 4. For any level of discrimination δ, a welfare-inequality Pareto frontier

is formed by advisors having partiality levels p ∈ [0, p̂(δ)], where both welfare and

inequality strictly decrease in p. Moreover, welfare with the equality-restoring advisor

p̂(δ) is strictly higher than under unchecked discrimination.

Proposition 4 illustrates a trade-off between welfare and inequality. Reducing inequality

requires wasting more information, achieved by advisors with higher levels of partiality,

while increasing welfare requires using information more efficiently, achieved by less

partial advisors. This dynamic gives rise to the Pareto frontier formed by advisors

ranging from impartial to those restoring equality. Moreover, any advisor along this

frontier unambiguously improves both welfare and inequality compared to unchecked

discrimination. Notably, even an advisor who restores equality results in higher welfare

than does unchecked discrimination. This is because welfare is concave in test allocation,

and the learning strategy of an unchecked politician is heavily skewed towards learning

about the needs of group 1, whereas an “equalizing” advisor learns more evenly about

both groups (even though his learning is skewed towards group 2).

7 Extensions

In this section, we outline two extensions, presented in more detail in Online Appendix

B. The first examines media polarization by introducing two researchers into the model,

representing media outlets competing to influence a voter (decision-maker). Each outlet

and the voter seek implementation of their preferred policy mix on two policy issues. In

the model, first, the voter allocates her attention between the two outlets. Second, the

outlets simultaneously decide how much coverage to devote to the two policy issues. The

combined attention and coverage provide the voter with signals about the two policy

issues. Finally, the voter casts her ballot. We provide conditions under which media
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outlets become fully polarized, with each outlet covering only a single issue.17 This

polarization benefits the voter, however, as she can acquire her first-best information

by splitting her attention appropriately between the two outlets. Hence, when media

outlets care about the implemented policy mix, polarization occurs in equilibrium but

helps, rather than harms, the voter. The voter thus prefers a polarized media duopoly

to a monopoly of either media outlet (which is then more moderate in its coverage).

In the second extension, we introduce uncertainty about the decision-maker’s preferences

within a dual-self model. A single agent controls both learning and decision-making,

but her preferences might change between the two stages due to factors like job loss,

illness, or self-control issues. We study how this uncertainty shapes the learning strategy

and compare welfare outcomes between näıve agents (unaware of potential preference

changes) and sophisticated agents (aware of potential changes) as in O’Donoghue and

Rabin (1999). We identify conditions under which the sophisticate may opt for strategic

ignorance, completely avoiding learning about an attribute to prevent excessive overre-

action by the future self. Further, we delineate when the expected utilities of the naif

and the sophisticate differ and in which direction. Notably, if the welfare criterion is

measured by the changed utility, the naif can outperform the sophisticate. This hap-

pens when the preference change increases the weight on the affected attribute, making

the sophisticate’s “hedging” strategy—effectively assigning less weight to that attribute

due to possible overreaction by future self—counterproductive, regardless of whether

preferences ultimately change.

8 Conclusion

We present a model of delegated learning in a multi-attribute context. We explore the

strategic interaction between a decision-maker, who makes a decision influenced by the

state of the world, and a researcher, who allocates a budget of tests to procure informa-

tion about various attributes of the state. The players have different preferences for the

final decision, as both seek to align the decision with the “weighted state” but assign

17Research shows that individuals tend to seek information that confirms their prior beliefs, interpret-
ing ambiguous information in a way that aligns with these beliefs (see Fryer et al., 2019; Nimark and
Sundaresan, 2019; Olszewski, 2021; D'Amico and Tabellini, 2022 for some examples). Additionally, it
has been suggested that information providers, be it media or peers on social media, may contribute
to polarization by strategically selecting the information they supply (Pogorelskiy and Shum, 2019;
Germano et al., 2022; Aina, 2024).
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different weights to the attributes. Our insights shed light on how the researcher’s pref-

erence misalignment affects the equilibrium learning strategy and the players’ resulting

payoffs.

We characterize the equilibrium test allocation in this strategic interaction. We show

it coincides with the solution to the single-player problem for certain attribute weights,

which generally differ from both the decision-maker’s and the researcher’s weights. A

key insight is that the researcher may forgo learning altogether if he anticipates an ex-

cessive overreaction of the decision-maker to new information. More broadly, preference

misalignment leads to reduced emphasis on attributes that spark greater disagreement

between the two players. We also show that our characterization applies beyond our

baseline model and extends to other models and preference formulations.

The model provides a fruitful foundation for applied work, as demonstrated by the

applications and extensions explored herein. Our framework is both rich and tractable,

making it adaptable to a wide variety of settings. In addition to the problems considered

in our applications and extensions, our model can be applied to many other problems.

These include but are not limited to strategic management under uncertainty, biased

portfolio advising, and optimal delegation (of learning and decision rights).

A Main Proofs

A.1 Proofs for Section 3: The single-player case

A.1.1 Proof of Lemma 1

Given the optimal decision strategy d∗(s, τ) given by equation (9), the agent chooses

τ ∈ RK+ with
∑

k τk ≤ T to maximize

V (τ) = E
[
−
(
d̃∗(τ)− b̃

)2]
= −E

[(
d̃∗(τ)

)2]
+ 2E

[
d̃∗(τ)b̃

]
− E

[
b̃2
]

= −
(
var

(
d̃∗(τ)

)
+
(
E
[
d̃∗(τ)

])2)
+ 2

(
cov

(
d̃∗(τ), b̃

)
+ E

[
d̃∗(τ)

]
E
[
b̃
])

−
(
var

(
b̃
)
+
(
E
[
b̃
])2)

= −(ψ(τ) + (b0)
2) + 2(ψ(τ) + b0b0)− (σ20 + (b0)

2) = ψ(τ)− σ20 = −σ̂2(τ),
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where σ̂2(τ) is given by equation (8).18

A.1.2 Proof of Theorem 1

We prove a general characterization of the optimal test allocation for K ≥ 2, from which

Theorem 1 immediately follows.

Theorem 3. In the single-player case, without loss of generality, let α1Σ
0
1 ≥ . . . ≥

αKΣ0
K . Then, the unique optimal test allocation τ∗ is as follows: if αk = 0 for all k,

then τ∗ = (0, . . . , 0); otherwise,19

τ∗k =
(
T − T̄J

) αk∑J
l=1 αl

+
J−1∑
j=k

((
T̄j+1 − T̄j

) αk∑j
l=1 αl

)

for all k = 1, . . . , J and τ∗k = 0 for all k = J + 1, . . . ,K, where the budget thresholds

T̄1 = 0 ≤ T̄2 ≤ . . . ≤ T̄K+1 are given by

T̄k :=

∑k−1
l=1 αl
αkΣ

0
k

−
k−1∑
l=1

1

Σ0
l

for all k = 1, . . . ,K, T̄K+1 := +∞, and J = 1, . . . ,K + 1 is such that T ∈ [ T̄J , T̄J+1 ).

Proof. By Lemma 1, the agent’s objective function when choosing a test allocation τ ∈ T

is given by

V (τ) = −σ̂2(τ) = −
K∑
k=1

[
α2
k

(
1

Σ0
k

+ τk

)−1
]
. (21)

If α = (0, . . . , 0), then V (τ) = 0 for all τ . Hence, any test allocation τ ∈ T is optimal.

By the assumption that in case of indifference, the agent abstains from learning, we get

the first part of the statement.

For the remainder of the proof, assume α1 > 0. It is immediate that (21) is concave

in τ (and all constraints are convex in τ), hence we can use the Karush-Kuhn-Tucker

18In the second equality, we used var(X̃) = E[X̃2] − (E[X̃])2 and cov(X̃, Ỹ ) = E[X̃Ỹ ] − E[X̃]E[Ỹ ].
In the third equality, we used the fact that b̃ is a mean-preserving spread of d̃. Hence, we can write
b̃ = d̃ + ν̃ where ν̃ is a normally distributed noise independent of d̃. Thus, cov(d̃, b̃) = cov(d̃, d̃ + ν̃) =
cov(d̃, d̃) = var(d̃) = ψ(τ). The last equality follows from ψi(τ) = σ2,i

0 − σ̂2,i(τ).
19We apply the convention

∑l
j=k xj = 0 when l < k.
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technique to find the solution. Let ξ denote the Lagrange multiplier on the budget

constraint and ηk denote the Lagrange multiplier on the non-negativity constraint for

τk, with η := (η1, . . . , ηK). Then the KKT first order conditions can be written as

follows:

α2
k

(
1

Σ0
k

+ τk

)−2

= ξ − ηk for all k = 1, ...,K, (22)

0 = ηkτk for all k = 1, ...,K, (23)

ηk ≥ 0, τk ≥ 0 for all k = 1, ...,K, (24)

0 = ξ

(
T −

K∑
k=1

τk

)
, (25)

T ≥
K∑
k=1

τk, ξ ≥ 0. (26)

Observe that the marginal benefit of increasing τ1 is α2
1

(
1
Σ0

1
+ τ1

)−2
> 0 since α1 > 0.

Hence, for k = 1, the LHS of condition (22) is strictly positive, and so must be the RHS,

implying ξ > 0 (since η1 ≥ 0). Therefore, from conditions (25) and (26), the budget

constraint must be binding in the optimum: T =
∑K

k=1 τk.

Consider an arbitrary ξ > 0. Then for every k there exists a unique pair (τk(ξ), ηk(ξ))

satisfying conditions (22)-(24). This pair is given by

τk(ξ) =


αk√
ξ
− 1

Σ0
k

if ξ ≤
(
αkΣ

0
k

)2
0 otherwise

, ηk(ξ) =

0 if ξ ≤
(
αkΣ

0
k

)2
ξ −

(
αkΣ

0
k

)2
otherwise

(27)

To find a solution, next we need to find value ξ∗ > 0 under which also the budget con-

straint T =
∑

k τk(ξ
∗) is satisfied. Note that τk(ξ) are continuous and weakly decreasing

in ξ for all k, and strictly decreasing whenever τk(ξ) > 0.

Further, for all k we have lim
ξ→+∞

τk(ξ) = 0 and lim
ξ→0

τk(ξ) = +∞. The above imply that

function B(ξ) :=
∑K

k=1 τk(ξ) is continuous, strictly decreasing in ξ whenever B(ξ) > 0

(i.e. whenever there exist k with τk(ξ) > 0), and has the same limit properties. By

the intermediate value theorem, there exists unique ξ∗ > 0 such that B(ξ∗) = T > 0

(the budget constraint binds). This value ξ∗ together with the corresponding pairs

(τk(ξ
∗), ηk(ξ

∗)) for every k then solve the entire FOC system (22)–(26), and thus uniquely
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solve the player’s problem from Lemma 1.

It remains to show that the solution τ∗ := (τ1(ξ
∗), . . . , τK(ξ∗)) satisfies the representation

of the statement. Let us use the substitution ζ := 1√
ξ
, and let us redefine the functions

τk(ξ) and B(ξ) to be functions of ζ. Hence, let τ̂k(ζ) = max
{
0, αkζ − 1

Σ0
k

}
and B̂(ζ) =∑K

k=1 τ̂k(ζ). Like before, let ζ∗ = 1√
ξ∗

be the unique solution to B̂(ζ∗) = T . Let further

ζk := 1
αkΣ

0
k
for all k, and note that τ̂k(ζ) > 0 if and only if ζ > ζk, as well as the fact

that by assumption, ζ1 ≤ . . . ≤ ζK .

To calculate τ∗, we can use the fundamental theorem of calculus:

τ∗k = τ̂k(ζ
∗) =

ζ∗∫
min{ζk,ζ∗}

dτ̂k(ζ)

dζ
dζ =

ζ∗∫
min{ζk,ζ∗}

αkdζ = αk (ζ
∗ −min {ζk, ζ∗}) .

Let J = 1, . . . ,K + 1 be such that ζ∗ ∈ [ζJ , ζJ+1), with ζK+1 := +∞.20 Then for all

k = J + 1, . . . ,K we have τ∗k = 0, and for all k = 1, . . . , J we have:

ζ∗ − ζk = (ζ∗ − ζJ) + (ζJ − ζJ−1) + . . .+ (ζk+1 − ζk)

⇒ τ∗k = (ζ∗ − ζJ)αk +
J−1∑
j=k

(ζj+1 − ζj)αk. (28)

To find (ζ∗ − ζJ) and (ζj+1 − ζj) in this case, we again invoke the fundamental theorem

of calculus:

T = B̂(ζ∗) =

ζ∗∫
ζ1

dB̂(ζ)

dζ
dζ =

ζ∗∫
ζ1

K∑
k=1

dτ̂k(ζ)

dζ
dζ

=

ζ2∫
ζ1

α1dζ +

ζ3∫
ζ2

(α1 + α2) dζ + . . .+

ζ∗∫
ζJ

(
J∑
l=1

αl

)
dζ =

J∑
l=1

(ζ∗ − ζl)αl (29)

Specifically, then, if we let

T̄k := B̂ (ζk) =

k−1∑
l=1

(ζk − ζl)αl =

∑k−1
l=1 αl
αkΣ

0
k

−
k−1∑
l=1

1

Σ0
l

,

20Note that it must hold that ζ∗ > ζ1, which implies that there exists J = 1, . . . ,K with ζ∗ ∈ [ζJ , ζJ+1].
Otherwise, if ζ∗ ≤ ζ1, it would imply that τ̂k(ζ

∗) = 0 for all k, hence B̂(ζ∗) = 0, which is a contradiction
to B̂(ζ∗) = T > 0.
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expression (29) implies that T − T̄J = (ζ∗ − ζJ)
∑J

l=1 αl ⇐⇒ ζ∗ − ζJ = T−T̄J∑J
l=1 αl

and, similarly, T̄k+1 − T̄k = (ζk+1 − ζk)
∑k

l=1 αl ⇐⇒ ζk+1 − ζk =
T̄k+1−T̄k∑k

l=1 αl
for any k =

1, . . . ,K−1. Plugging these into (28) yields the solution presented in the statement.

A.2 Proofs for Section 4: Strategic players

A.2.1 Proof of Lemma 2

By following the same steps as in the proof of Theorem 4.1 in Bardhi (2024), given

the test allocation τ and the decision-maker’s equilibrium decision strategy d∗(s, τ) =

E
[
b̃D(s, τ)

]
, the researcher’s expected payoff is

V R(τ) = E
[
−
(
d̃∗(τ)− b̃R

)2]
= 2 cov

(
d̃∗(τ), b̃R

)
− ψD(τ) + V R(∅)

where V R(∅) = −
(
bD0 − bR0

)2−σ2,R0 is the researcher’s expected utility under no learning.

To complete the proof, let us show that

cov
(
d̃∗(τ), b̃R

)
=
∑
k

αDk α
R
k Σ

0
kΣ̂k(τk)τk.

The researcher’s bliss point satisfies b̃R =
∑

k α
R
k θ̃k. The random variable capturing the

equilibrium decision-maker’s decision satisfies

d̃∗(τ) =
∑
k

αDk µ̂k(s̃k, τk) =
∑
k

αDk

(
1

1 + τkΣ
0
k

µ0k +
τkΣ

0
k

1 + τkΣ
0
k

s̃k

)
=

∑
k

αDk

(
1

1 + τkΣ
0
k

µ0k +
τkΣ

0
k

1 + τkΣ
0
k

(
θ̃k + ε̃k

))

Hence,

cov(d̃∗(τ), b̃R) = cov

(∑
k

αDk
τkΣ

0
k

1 + τkΣ
0
k

θ̃k,
∑
k

αRk θ̃k

)
=
∑
k

αDαRk τk
Σ0
k

1 + τkΣ
0
k

var(θ̃k)

=
∑
k

αDk α
R
k τkΣ̂k(τk)Σ

0
k,

where we used (i) cov(θ̃k, ε̃j) = 0 for all k and j, since the noise terms are independent

of all other random variables; (ii) cov(θ̃k, µ
0
j ) = 0 for all k and j since µ0j is a constant;
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and (iii) cov(θ̃k, θ̃j) = 0 for all k ̸= j since the attributes are independent.

A.2.2 Proof of Theorem 2

Recall that ψD(τ) = σ2,D0 − σ̂2,D(τ) is the variance of the decision-maker’s decision,

where σ̂2,D(τ) is given by (8). Then, from Lemma 2 and dropping terms that are

constant in τ , the researcher’s value is given by

V st(τ) = 2 cov
(
d̃∗(τ), b̃R

)
+ σ̃2,D(τ) = 2

∑
k

αDk α
R
k Σ

0
kτkΣ̂k(τk) +

∑
k

(
αDk
)2

Σ̂k(τk)

=
∑
k

(
2αDk α

R
k Σ

0
kτk +

(
αDk
)2) Σ0

k

1 + τkΣ
0
k

subject to the non-negativity and the budget constraints. The partial derivatives of

V st(τ) with respect to τk ≥ 0 are

∂V st(τ)

∂τk
= λk

(
Σ0
k

1 + τkΣ
0
k

)2

= λk

(
1

Σ0
k

+ τk

)−2

(30)

where we denote λk := αDk
(
2αRk − αDk

)
for every k.

Note that when λk ≤ 0, the function V st(τ) is (weakly) decreasing in τk. Then the

solution dictates τ∗k = 0 for such k.21 Hence, the maximizers of function V st(τ) are

the same as the maximizers of an adjusted function V st,adj(τ) := V st(τ) where we set

αDk = αRk = 0 for all k with λk ≤ 0 (and hence V st,adj(τ) is independent of τk for such

k).

For every k, denote α̂k =
√
max{0, λk} and, w.l.o.g., let us relabel the attributes such

that α̂1Σ
0
1 ≥ . . . ≥ α̂KΣ0

K . By noting that (i) the function V st,adj(τ) is concave, (ii)

for every k, the partial derivative ∂V st,adj(τ)
∂τk

is the same as the partial derivative ∂V (τ)
∂τk

of a single-player objective function (21) in which we set αk = α̂k for all k, and (iii)

the constraints are the same for both (the adjusted strategic and the single-player)

maximization problems, we obtain the statement.

21When λk ≤ 0 for all k and there exists at least one j such that λj = 0, we use the assumption that
in case of indifference the researcher abstains from learning, thus yielding τ∗ = (0, 0, . . . , 0). Otherwise,
setting τ∗k = 0 whenever λk ≤ 0 is uniquely optimal: (i) either there exists at least one j with λj > 0
(and thus the function V st(τ) is strictly increasing in τj), or (ii) λk < 0 for all k (and thus the function
V st(τ) is strictly decreasing in every τk).
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A.3 Proofs for Section 6.1: Diversity in organizations

We first state four lemmas (proved in Online Appendix C.2) that we use to prove both

Propositions 2 and 3. Lemma 5 and Lemma 6 characterize the equilibrium learning

strategy τ∗(β, γ) as a function of γ when β ≤ 1/2 and β > 1/2, respectively. Lemma 7

establishes that the decision-maker’s interim expected payoff is strictly increasing and

concave in (τ1, τ2). Lemma 8 derives the researcher’s equilibrium test allocation for

γ = 0.

Lemma 5. Let αD1 ≥ αD2 > 0 and assume the analyst’s weight vector αR is given by

decomposition (18). For any β ∈ [0, 1/2] there exist unique γ1(β), γ2(β) ∈ Γ(β) such

that γ1(β) ≤ 0 ≤ γ2(β) and:

τ∗(β, γ) =


(0, T ) if γ > γ2(β),

(0, 0) if γ ∈ [γ1(β), γ2(β)],

(T, 0) if γ < γ1(β).

(31)

Further, there exist β1, β2 ∈ R with 0 < β2 ≤ β1 < 1/2 such that γ1(β) ∈ int (Γ(β)) if

and only if β ∈ (β1, 1/2], and γ2(β) ∈ int (Γ(β)) if and only if β ∈ (β2, 1/2].

Lemma 6. Fix the manager’s weight vector αD = (αD1 , α
D
2 ) with αDk > 0 for both

k = 1, 2. Let the analyst’s weight vector αR(β, γ) be given by the decomposition (18).

Fix β > 1/2. Then there exist γI(β), γII(β) ∈ int(Γ(β)) with γI(β) < γII(β) such that

the analyst’s equilibrium test allocation is

τ∗(β, γ) =


(T, 0) if γ ≤ γI(β)

(τ̃1(β, γ), τ̃2(β, γ)) if γ ∈ (γI(β), γII(β))

(0, T ) if γ ≥ γII(β)

(32)

where

τ̃1(β, γ) :=
α̂1(β, γ)Σ

0
1 − α̂2(β, γ)Σ

0
2

Σ0
1Σ

0
2(α̂1(β, γ) + α̂2(β, γ))

+
α̂1(β, γ)

α̂1(β, γ) + α̂2(β, γ)
T

τ̃2(β, γ) :=T − τ̃1(β, γ)

(33)
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and

α̂1(β, γ) :=

√
max

{
(2β − 1)

(
αD1
)2 − 2γαD1 α

D
2 , 0

}
α̂2(β, γ) :=

√
max

{
(2β − 1)

(
αD2
)2

+ 2γαD1 α
D
2 , 0

} (34)

Moreover, τ̃1(β, γ) (τ̃2(β, γ)) is strictly decreasing (strictly increasing) in γ for γ ∈

(γI(β), γII(β)).

Lemma 7. The decision-maker’s interim expected equilibrium payoff is a strictly in-

creasing and strictly concave function of (τ1, τ2).

Lemma 8. Fix the test budget T > 0 and the decision-maker’s weight vector αD ∈ R2
++.

Suppose γ = 0 (the agent is not distorted).

(i) If β ≤ 1/2 (the agent is too insensitive), then the agent optimally chooses no

testing: τ∗(β, 0) = (0, 0).

(ii) If β > 1/2 (the agent is sufficiently sensitive), then the agent optimally chooses

the decision-maker’s most preferred test allocation: τ∗(β, 0) = τ∗(1, 0).

A.3.1 Proof of Proposition 2

Suppose the premise of Proposition 2 holds. Proposition 2(i) is a direct implication of

Lemma 5. The manager’s interim expected payoff is strictly increasing in τ1 and τ2

by Lemma 7. Hence, the manager always strictly prefers any positive test allocation

τ ̸= (0, 0) to abstaining from learning.

Now take β > 1/2. Lemma 8 shows that (given the constraint τ ∈ T ) the man-

ager’s interim expected payoff V D(τ) is maximized when the agent’s relative bias is

γ = 0. Furthermore, since V D(τ) is strictly increasing in τ1 and τ2, the constraint

τ1 + τ2 ≤ T must be binding at the manager’s most preferred test allocation. Further-

more, Lemma 6 shows when β > 1/2, the agent’s equilibrium test allocation τ∗(β, γ)

is such that τ∗1 (β, γ) and τ∗2 (β, γ) are weakly decreasing and weakly increasing in γ,

respectively, and τ∗1 (β, γ) + τ∗2 (β, γ) = T . The claim of Proposition 2(ii) then follows

from the strict concavity of V D(τ) (shown in Lemma 7).
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A.3.2 Proof of Proposition 3

Suppose γ = 0. Then, Lemma 8 shows that the researcher’s learning strategy is to

not learn for β ≤ 1/2 and then to implement the decision-maker’s preferred learning

strategy. As the decision-maker’s interim expected payoff V D(τ) is strictly increasing

and concave in τ1 and τ2 (Lemma 7), this implies that V D(τ) is weakly increasing in β

for γ = 0.

Suppose from this point onwards that γ > 0 (case γ < 0 is completely analogous). Then,

for the researcher’s weights to be weakly positive, we must have β ≥ β := γ
αD
2

αD
1
. The

equilibrium test allocation is given by Theorems 1 and 2, where we can express α̂k for

k = 1, 2 as (34),22 and so

λ1 = (2β − 1)(αD1 )
2 − 2γαD1 α

D
2 ,

λ2 = (2β − 1)(αD2 )
2 + 2γαD1 α

D
2 .

Note that λk for k = 1, 2 is strictly increasing in β. Therefore, there exist β1 and β2 such

that α̂k = 0 for β ≤ βk, and α̂k is strictly positive and strictly increasing for β > βk.

These values are given by the respective roots of λk = 0:23

β1 :=
1

2
+ γ

αD2
αD1

, β2 :=
1

2
− γ

αD1
αD2

.

Observe that β2 < 1/2 < β1 and β < β1. Theorems 1 and 2 then imply that if β > β2,

then ∃k : τ∗k (β, γ) > 0 and τ∗1 (β, γ) + τ∗2 (β, γ) = T (since at least one of the auxiliary

weights α̂k is then strictly positive). Therefore, we can conclude that if β > β2, then

τ∗(β, γ) = (0, T ) for all β ∈ [β, β1], and if β < β2, then

τ∗(β, γ) =

(0, 0) for β ∈ [β, β2],

(0, T ) for β ∈ (β2, β1].

As V D(τ) is strictly increasing in τ∗2 , it follows that V
D(τ) is weakly increasing in β in

either of the two cases.

Consider now the case when β > β1, so we have α̂1, α̂2 > 0. Theorems 1 and 2imply

22While Lemma 6 is only stated for β > 1/2, expression (34) is well-defined for all β > β.
23Note that these βk are different from the ones defined in the proof of Lemma 5.
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that the equilibrium test allocation is given by

τ∗1 = max

{
0,min

{
α̂1
α̂2
Σ0
1 − Σ0

2

Σ0
1Σ

0
2(
α̂1
α̂2

+ 1)
+

α̂1
α̂2

α̂1
α̂2

+ 1
T, T

}}
,

τ∗2 = T − τ∗1 .

(35)

Note that the expression above (and, hence, V D(τ)) only depends on β through α̂1
α̂2
.

Observe that lim
β→+∞

α̂1
α̂2

=
αD
1

αD
2
, so that lim

β→+∞
τ∗(γ, β) = τ∗(αD), so the equilibrium test

allocation converges to the decision-maker’s optimal (payoff-maximizing) test allocation

as β → ∞. Further, α̂1
α̂2

is strictly increasing in β in the case considered:

∂

∂β

α̂1

α̂2
=

1

α̂2

∂α̂1

∂β
− α̂1

α̂2
2

∂α̂2

∂β
=
α̂1

α̂2

((
αD1
α̂1

)2

−
(
αD2
α̂2

)2
)
> 0,

where the inequality follows from α̂k =
√
λk and

(
αD1
αD2

)2

>

(
α̂1

α̂2

)2

=
(2β − 1)(αD1 )

2 − 2γαD1 α
D
2

(2β − 1)(αD2 )
2 + 2γαD1 α

D
2

=
(αD1 )

2 − 2γ
2β−1α

D
1 α

D
2

(αD2 )
2 + 2γ

2β−1α
D
1 α

D
2

.

Together with the limit result above, this implies that α̂1
α̂2

and τ∗(γ, β) monotonically

converge to
αD
1

αD
2

and τ∗(αD), respectively, as β → ∞. As V D(τ) is concave in τ (see

Lemma 7) and maximized by τ∗(αD), it must be weakly increasing in β ∈ (β1,+∞).

A.4 Proofs for Section 6.2: Discrimination, welfare and inequality

A.4.1 Proof of Lemma 3

For the first part of the statement, observe that the maximization problem of an impar-

tial advisor is

max
τ∈T

1

2
E
[
u1

(
d̃∗(τ), θ̃1

)
+ u2

(
d̃∗(τ), θ̃2

)]
.

By the definition of welfare, an impartial advisor thus chooses the welfare-maximizing

test allocation in equilibrium, since the objectives are scaled versions of each other.

Let us turn to the second part of lemma. Fix δ ∈ (0, 1). Using Theorem 2, we can solve
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the discrimination model as a solution to a single-agent model with weights

α̂1(p, δ) :=


1
2

√
(1 + δ)(1− 2p− δ) if p < 1−δ

2

0 otherwise

(36)

α̂2(p, δ) :=


1
2

√
(1− δ)(1 + 2p+ δ) if p > −1+δ

2

0 otherwise

(37)

Let p = 0. Then α̂1(0, δ) = α̂2(0, δ) = 1
2

√
1− δ2. The equilibrium test allocation

depends on the weights only through their ratios α̂1(0,δ)
α̂1(0,δ)+α̂2(0,δ)

= 1
2 and α̂2(0,δ)

α̂1(0,δ)+α̂2(0,δ)
=

1
2 . These ratios are independent of the level of discrimination δ, which completes the

proof.

A.4.2 Proof of Lemma 4

We first define several new notions. Given the politician’s discrimination δ ∈ (0, 1) and

the advisor’s partiality p ≥ 0, let τ∗(p, δ) = (τ∗1 (p, δ), τ
∗
2 (p, δ)) denote the respective

equilibrium test allocation. Note it holds τ∗1 (p, δ) + τ∗2 (p, δ) = 1, i.e., the budget is

always exhausted in equilibrium.24

Given a particular test allocation τ and equilibrium decision strategy, let V k(τ, δ) denote

the ex ante expected utility of group k, i.e.,

V k(τ, δ) = E
[
−(d̃∗D(τ ; δ)− θ̃k)

2
]
.

Under the additional constraint that the budget is exhausted, and so the test allocation

satisfies τ1 = 1− τ2, let us define the difference between the expected utilities of group

1 from group 2 as

∆(τ2, δ) := V 1((1− τ2, τ2), δ)− V 2((1− τ2, τ2), δ). (38)

Note that inequality is then given by I(p, δ) = |∆(τ∗2 (p, δ), δ)|.
24This result follows from the assumption that the sums of the weights of each player are equal:∑
k α

R
k (p) =

∑
k α

D
k (δ). Thus, it cannot simultaneously hold αR

k (p) ≤ αD
k for both k (which is necessary

and sufficient for α̂1(p, δ) = α̂2(p, δ) = 0), and there is thus always learning in equilibrium.
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We now state two intermediary results (proved in Online Appendix C.3), used to prove

Lemma 4.

Lemma 9. For each δ ∈ (0, 1), there exists a threshold partiality level paux(δ) ∈
(
0, 1−δ2

)
such that the equilibrium learning strategy satisfies τ∗2 (p, δ) = 1 for advisors with p ≥

paux(δ) and

τ∗2 (p, δ) = τaux2 (p, δ) :=
2α̂2(p, δ)− α̂1(p, δ)

α̂1(p, δ) + α̂2(p, δ)
for advisors with p ∈ [0, paux(δ)],

where α̂1(p, δ) and α̂2(p, δ) are given by equations (36) and (37).

Lemma 10. For each δ there exists a unique value of τ̂2(δ) ∈ (1/2, 1) for which it holds

∆(τ̂2(δ); δ) = 0.

Given the politician’s level of discrimination δ and her equilibrium decision strategy, the

value τ̂2(δ) is the amount of tests allocated to learn about group 2 that guarantees that

the expected utilities of both social groups are the same. From the proof of Lemma 10,

we obtain

∆(τ2, δ) =
(1 + δ)(1− τ2)

1 + 1− τ2
− (1− δ)τ2

1 + τ2
.

Solving ∆(τ̂2(δ), δ) = 0 for τ̂2(δ) ≥ 0, we obtain

τ̂2(δ) =
−(1− δ) +

√
1 + 3δ2

2δ
. (39)

From Lemma 9, the equilibrium test allocation satisfies: τ∗2 (p, δ) = 1/2 at p = 0,

τ∗2 (p, δ) = 1 at p ≥ paux(δ), τ∗2 (p, δ) is continuous on p ∈ [0, 1] and it is strictly in-

creasing in p ∈ [0, paux(δ)). Since τ̂2(δ) ∈ (1/2, 1), we thus have that for any level of

discrimination δ ∈ (0, 1) there exists a unique partiality level p̂(δ) ∈ (0, paux(δ)) such

that τ̂2(δ) = τ∗2 (p̂(δ), δ). Solving this equation, we obtain

p̂(δ) = δ

(
1√

1 + 3δ2
− 1

2

)
,
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which is continuous on δ ∈ (0, 1). Taking the first derivative, we get

p̂′(δ) =
1

(1 + 3δ2)3/2
− 1

2


> 0 if δ < δ

= 0 if δ = δ

< 0 if δ > δ

where δ := 1
3

(
1− 21/2 + 22/3

)
.

A.4.3 Proof of Proposition 4

The first part of the statement follows directly from the following Lemma 11, which is

proved in Online Appendix C.3.

Lemma 11. WelfareW (p, δ) and inequality I(p, δ) are both (i) continuous in p; and (ii)

strictly decreasing on p ∈ (0, p̂(δ)), where p̂(δ) restores equality. Furthermore, welfare

strictly decreases and inequality strictly increases on p ∈ (p̂(δ), paux(δ)), where paux(δ)

is characterized in Lemma 9; and they are both constant on p ≥ paux(δ).

Hence, the advisor with p̂(δ) strictly improves both welfare and inequality outcomes

compared to any advisor with p > p̂(δ), and hence the advisors with p > p̂(δ) do not

constitute the Pareto frontier.

For the second part of the statement, we build on the following Lemma 12, which is

proved in Online Appendix C.3. For a given δ, let (1− τ̄2(δ), τ̄2(δ)) denote the optimal

learning strategy of a politician in the unchecked discrimination, and let (1−τ̂2(δ), τ̂2(δ)),

where τ̂2(δ) is given by equation (39), denote the equilibrium test allocation chosen by

the advisor p̂(δ).

Lemma 12. Fix δ. Then it holds

|τ2(δ)− 1/2| > |τ̂2(δ)− 1/2|.
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Let

ω(τ2, δ) := V 1((1− τ2, τ2), δ) + V 2((1− τ2, τ2), δ)

= −3− δ2 +
1/2(1 + δ2) + (1 + δ)(1− τ2)

2− τ2
+

1/2(1 + δ2) + (1− δ)τ2
1 + τ2

denote the sum of the expected utilities of the two groups as a function of test allocation

τ = (τ1, τ2) under the constraint that the budget is fully used, τ1 = 1 − τ2, and where

V k(τ, δ) is given by equation (C.3.2). Since the budget is exhausted in equilibrium (as

shown in the proof of Lemma 4), welfare is thus given by W (p, δ) = ω(τ∗2 (p, δ), δ).

Observe the following symmetry property: ω(τ2, δ) = ω(1 − τ2, δ). Moreover, for any

δ ∈ (0, 1), the function ω(τ2, δ) is strictly concave and maximized at τ2 = 1/2, when the

test budget is split equally between the two groups. Therefore, the function ω(τ2, δ) is

strictly decreasing in |τ2 − 1/2|. Lemma 12 then implies that welfare with an advisor

p̂(δ) is strictly higher than welfare under unchecked discrimination.
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Online Appendix to

“Strategic Attribute Learning”

Jean-Michel Benkert, Ludmila Matysková, Egor Starkov

B Extensions

B.1 Multiple researchers: media polarization

Our first extension explores a model of a media market, in which media polarization can

emerge, but—in contrast to conventional wisdom—in a way that does not inherently

reduce welfare. Specifically, we consider a voter with some priorities over policy issues

and two media outlets with different priorities, which attempt to influence the voter’s

choice via their choice of coverage. We show that in a wide range of scenarios, the

competition between media outlets polarizes their coverage in equilibrium. However,

this polarization is advantageous for the voter, as it offers access to a broader and

more diverse range of information. This diversity allows voter to make better-informed

decisions compared to relying on a single, moderate outlet that is not fully aligned with

the voter.

We adopt Framework A from Section 5 and extend it by introducing two media outlets,

A and B, each aiming to influence a decision of voter V that affects two policy issues

k = 1, 2.25 For i = A,B, V , player i’s utility is

ui(d, θ) = −
2∑

k=1

αik (d− θk)
2 , (B.1.1)

where d ∈ R is the voter’s decision (the policy platform of the elected candidate), αik > 0

are player i’s weights on respective policy issues k = 1, 2 with αi1+α
i
2 = 1, and θk is the

optimal decision for issue k (i.e., the platform of the candidate offering the best policy

25Our model features a single voter for simplicity. One can think of her as the median voter in a more
general model with multiple voters who have different weights on the policy issues. Since the decision is
one-dimensional and voters’ preferences are single-peaked, standard logic dictates that the median voter
(one with median weights αi) is pivotal and would thus be the one targeted by the media outlets aiming
to influence the vote outcome.
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on issue k given state of the world θ).26 Assume w.l.o.g. that media outlet A assigns a

higher weight to issue k = 1 than outlet B: αA1 > αB1 .

Each media outlet m = A,B chooses coverage qm = (qm1 , q
m
2 ) ∈ R2

+ such that qm1 +qm2 =

1, where qmk describes the fraction of the coverage of media outlet m devoted to issue

k.27 The voter has a total budget of attention T > 0 and chooses how to allocate it

between the two outlets: t = (tA, tB) ∈ R2
+ such that tA+ tB ≤ T . Given qm and tm for

m = A,B, for each issue k the voter observes a realization of signal

s̃mk (q
m
k , t

m) = θ̃k + ε̃mk , where ε̃
m
k ∼ N

(
0,

1

qmk t
m

)
,

and ε̃mk is independent of all other random variables. Let s = (sA1 , s
A
2 , s

B
1 , s

B
2 ) denote

the collection of signal realizations from both outlets on both issues, and s̃ its respective

distribution.

To curb the equilibrium multiplicity (though it cannot be avoided entirely, see the dis-

cussion below), assume that the voter chooses her attention allocation t first. Media

outlets then observe t and simultaneously choose their coverage qm. The rest of the

game proceeds as in the baseline model: nature draws state realization θ and signal

realizations s; the voter observes qm and s, updates her beliefs and takes decision d;

afterwards, payoffs are realized. The equilibrium concept is analogous to that in the

baseline model, and is formally stated in Section B.1.1 below.28

We say that the voter achieves her best information in equilibrium when the attention

and coverages chosen in equilibrium jointly maximize the voter’s ex ante expected payoff,

given the voter’s equilibrium decision strategy. We can state our main result of this

section as follows.29

Proposition B.1.1. If αA1 > αV1 > αB1 and T is large enough, then in the unique

26In the model, all players agree, conditional on θ, which candidate would enact an optimal policy
on a given issue k. Tension arises because the single elected candidate will choose policies relevant to
many issues, and preferences of the voter and the media outlets differ in terms of weights they assign to
different issues.

27In our setting, the media cannot lie, withhold facts, distort information, or provide fake news. This
assumption reflects the recent crackdown on fake news by companies and authorities (see, e.g., Facebook,
2017; United Nations, 2022). Therefore, the strategic choice of which topics to cover remains one of the
few options available to media editorial rooms.

28It is straightforward to show that an equilibrium of such a sequential-move game would be outcome-
equivalent to an equilibrium of a simultaneous-move game, where the media choose q contemporaneously
with the voter’s choice of t. However, the latter game may also admit other equilibria.

29The proofs of this extension can be found below.
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equilibrium the media outlets are polarized, qA = (1, 0) and qB = (0, 1), and the voter

achieves her best information in equilibrium.

The proposition states that if media outlets are slanted in the opposite directions relative

to the voter (and the voter’s attention budget is large enough), even small differences

in preferences between the voter and the media cause each outlet to focus exclusively

on its more favoured issue (as compared to other players), neglecting the other. This

occurs even if both media outlets care about both issues (i.e., αmk ∈ (0, 1) for all m, k).

The voter’s attention allocation and the coverage of each media jointly determine how

much information the voter receives on each policy issue. Once the voter chooses her

attention, the media outlets engage in a tug-of-war, each seeking to increase the amount

of information the voter receives on the outlet’s preferred issue. This competition ulti-

mately causes each outlet to cover exclusively a single issue. This polarization and the

resulting diverse coverage allow the voter to achieve her best information in equilibrium.

To set the benchmark for the result above, suppose there was only one media outlet.

Then, we would be back in the setting of Section 4. In such a setting, the media outlet

can shape the total amount of information the voter receives on both issues according to

its own preferences and away from the voter’s best information. Thus, the voter always

weakly prefers a polarized media duopoly over a media monopoly, however moderate

the latter may be. We capture this observation in the following statement, which follows

from Theorem 2 and Proposition B.1.1.30

Corollary B.1.1. If αA1 > αV1 > αB1 and T is large enough, then the voter strictly

prefers the equilibrium when both media outlets m = A,B are available to the equilib-

rium when only one outlet m = A,B is present in the market.

Finally, we note that the results in this section rely on the assumption that the media

outlets are directly interested in the voter’s final decision. This is applicable in scenarios

where editors have strong ideological stances, or policy-interested outlet owners can

affect editorial policy (e.g., Fox News, Russia Today). We can also think of settings

30Both Proposition B.1.1 and Corollary B.1.1 require that αA
1 > αV

1 > αB
1 and T large enough. In

Section B.1.1, we generalize the results to all α and T . While equilibrium multiplicity becomes an issue,
we show that all equilibria are payoff-equivalent. In a representative equilibrium, at least one media
outlet focuses exclusively on its relatively more preferred issue (while the other outlet either does the
same or is ignored by the voter). Corollary B.1.1 also continues to hold in general, though with weak
preference instead of strict.
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other than media markets in which similar outcomes could also arise, such as think

tanks or advisors influencing policymakers. In contrast, independent media outlets may

instead prioritize engagement and aim to attract attention from consumers in order

to boost ad revenue or subscription fees. It is quite intuitive that if attention-seeking

is the primary motivation for the media outlets, then they would give the voter the

information she wants to see.31 We would thus observe less media polarization with

attention-seeking than with partisan media, but Proposition B.1.1 suggests that this

difference is likely superficial and irrelevant for the actual voting decisions.

B.1.1 Proofs for the extension on media polarization

We begin by formally stating the equilibrium concept for the media model alongside two

supplementary results. Lemma 13 then establishes that given (t, qA, qB), the posterior

distribution of θ̃|s can be related to that in the baseline model by considering aggregate

attention allocation τ given by τk := tAqAk + tBqBk for each k. Further, Lemma 14 shows

that the ex ante payoffs can be expressed as functions of τ , and so the voter’s attention

allocation problem and the media outlets’ coverage choice problems can be seen as

a joint choice of τ , with every player having some power over it. Then, we provide a

general equilibrium characterization, with Proposition B.1.2 covering the cases excluded

in Proposition B.1.1, and Corollary B.1.2 being a more general, albeit slightly weaker

analog to Corollary B.1.1. We provide a unified proof for Propositions B.1.1 and B.1.2

before proving Corollaries B.1.1 and B.1.2.

Let R :=
{
t ∈ R2

+ | t1 + t2 ≤ T
}

and Q :=
{
q ∈ R2

+ | q1 + q2 ≤ 1
}

be the domains of

the players’ strategies.

Equilibrium concept. A weak Perfect Bayesian Equilibrium of the game introduced

in Section B.1 (referred to in the relevant proofs as “equilibrium”) is a tuple

(
t∗, qA

∗
(t), qB

∗
(t), d∗

(
s, t, qA, qB

)
, θ̃
(
s, t, qA, qB

))
such that:

31The classic Hotelling model of spatial competition suggests that both media outlets would likely
converge on the median voter’s “position” (offer the median voter’s preferred information mix) even if
there are many voters with heterogeneous preferences.
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1. the coverage choice qm∗(t) : R → Q of each outlet m = A,B maximizes its value

(B.1.4) given equilibrium strategies and belief updating rule
(
qj

∗
(t), d∗

(
s, t, qA, qB

)
, θ̃
(
s, t, qA, qB

))
for j ̸= m and realized attention choice t;

2. the voter’s attention allocation t∗ ∈ R and decision strategy d∗
(
s, t, qA, qB

)
:

R2 × R × Q2 → R maximize her value (B.1.4) given equilibrium strategies and

belief updating rule
(
qA

∗
(t), qB

∗
(t), θ̃

(
s, t, qA, qB

))
;

3. the voter’s posterior belief θ̃
(
s, t, qA, qB

)
: R2 × R × Q2 → ∆(R2) about θ is

obtained via Bayes’ rule given signal realizations s and realized attention allocation

and coverage choices
(
t, qA, qB

)
.

Next, we show that the induced distribution of posterior beliefs in this extension coin-

cides with that in the main model.

Lemma 13. In the media model, the distribution of the voter’s posterior belief θ̃
(
s̃, t, qA, qB

)
is the same as the one induced by (1) and (4)–(6), with τ = τ

(
t, qA, qB

)
being the ag-

gregate attention allocation defined as τ = (τ1, τ2) with τk := tAqAk + tBqBk for each

k.

Proof. Throughout the proof, we fix some attention allocation and coverages (t, qA, qB)

and the corresponding aggregate attention allocation τk = tAqAk + tBqBk , k = 1, 2. For

the sake of brevity, we will omit (t, qA, qB) and τ from the set of conditioning variables.

The collection (t, qA, qB) induces a distribution of the signal vector s̃. In turn, each signal

realization is associated with a posterior belief θ̃(s). Ex ante, therefore, the collection

(t, qA, qB) induces a distribution over posterior beliefs, θ̃(s̃) ∈ ∆
(
∆(R2)

)
. Our goal is to

establish that, given the aggregate attention allocation τ associated with the collection

(t, qA, qB), the induced distribution coincides with the one described in Section 2 induced

by the same τ , where (4)–(6) describe the posterior distribution conditional on s, and

(1) implies that s̃k ∼ N
(
µ0k,Σ

0
k +

1
τk

)
for all k.

Since θ̃1 ⊥ θ̃2 and θ̃k ⊥ ε̃mj for all j, k = 1, 2 and m = A,B, the posterior belief about

each attribute is independent of everything related to the other attribute. Hence, we

fix some k = 1, 2 and work with the (marginal) distributions of θ̃k and s̃mk , which is

sufficient to prove the result.
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We first characterize θ̃k(s), the voter’s posterior belief about θk given some signal realiza-

tions sAk , s
B
k . It is immediate to verify directly from normal p.d.f.s that if X̃ ∼ N (µ, σ2X),

ε̃ ∼ N (0, σ2ε) and Y = X + ε, then X̃|Y ∼ N
(
µ̂, σ̂2

)
, where

µ̂ =

1
σ2
X

1
σ2
X
+ 1

σ2
ε

µ+

1
σ2
ε

1
σ2
X
+ 1

σ2
ε

Y, σ̂2 =
1

1
σ2
X
+ 1

σ2
ε

.

This directly implies characterization (4)–(6) in Section 2.2. In the context of this proof,

this gives first that θ̃k|sAk ∼ N (µ̂k,A, Σ̂k,A) with

µ̂k,A =

1
Σ0

k

1
Σ0

k
+ tAqAk

µ0k +
tAqAk

1
Σ0

k
+ tAqAk

sAk , Σ̂k,A =
1

1
Σ0

k
+ tAqAk

,

and then, subsequently, that (θ̃k|sAk )|sBk ∼ N (µ̂k, Σ̂k), where

µ̂k =

1
Σ̂k,A

1
Σ̂k,A

+ tBqBk
µ̂k,A +

tBqBk
1

Σ̂k,A
+ tBqBk

sBk =

1
Σ0

k
µ0k + tAqAk s

A
k + tBqBk s

B
k

1
Σ0

k
+ tAqAk + tBqBk

=

1
Σ0

k

1
Σ0

k
+ τk

µ0k +
1

1
Σ0

k
+ τk

(
tAqAk s

A
k + tBqBk s

B
k

)
, (B.1.2)

Σ̂k =
1

1
Σ̂k,A

+ tBqBk
=

1
1
Σ0

k
+ tAqAk + tBqBk

=
1

1
Σ0

k
+ τk

. (B.1.3)

Comparing (B.1.3) with its counterpart (6) in the baseline model, we note that they

coincide. Next, compare (B.1.2) with its counterpart (5) in the baseline model. In order

to conclude that the distribution of posteriors is the same as in the baseline model, we

need to show that the random variable defined as

s̃fk :=
1

τk

(
tAqAk s̃

A
k + tBqBk s̃

B
k

)
= θ̃k +

1

τk

(
tAqAk ε̃

A
k + tBqBk ε̃

B
k

)
has the same distribution as s̃k from the baseline model. Note that s̃fk |θk ∼ N

(
θk,

1
τk

)
since E[ε̃mk ] = 0 and var

(
tmqmk
τk

ε̃mk

)
= 1

τk
, and then s̃fk ∼ N

(
µ0k,Σ

0
k +

1
τk

)
. For a

given τ , these coincide with the distributions of s̃k|θk and s̃k from the baseline model,

respectively. Therefore, the distribution of µ̂k above coincides with that of (4), so the

distribution of θ̃k(s
f
k) in the media model coincides with the distribution of θ̃k(sk) in the

baseline model when sfk = sk. Together, the two latter facts imply that the distribution

of θ̃k(s̃
f
k) in the media model coincides with the distribution of θ̃k(s̃k) in the baseline

6



model.

Our next lemma below show that all players’ respective ex ante expected utilities only

depend on (t, qA, qB) through τ = τ(t, qA, qB). Specifically, define player i’s value func-

tion as

V i(τ) := E

[
−

2∑
k=1

αik

(
d∗(s̃f , τ)− θ̃k(s̃

f , τ)
)2]

(B.1.4)

for i = A,B, V , where d∗(s̃f , τ) is the voter’s equilibrium decision strategy given τ =

τ(t, qA, qB), and sf = (sf1 , s
f
2) is a vector of fictitious “aggregate” signals introduced in

the proof of Lemma 13.

Lemma 14. In the media model, given (t, qA, qB), the expectations of all players’ util-

ities (B.1.1) are given by values (B.1.4) and only depend on τ
(
t, qA, qB

)
:

E
[
ui
(
d∗
(
s̃, t, qA, qB

)
, θ̃
(
s̃, t, qA, qB

))]
= V i

(
τ
(
t, qA, qB

))
Proof. Rewriting the expected utility (the left-hand side of the equality in the lemma)

using definition (B.1.1), we get

E

[
−

2∑
k=1

αik

(
d∗
(
s̃, t, qA, qB

)
− θ̃k

(
s̃, t, qA, qB

))2]
. (B.1.5)

The voter’s equilibrium decision for any signal realization s is given by

d∗
(
s, t, qA, qB

)
=

2∑
k=1

αVk E
[
θ̃k
(
s, t, qA, qB

)]
.

By Lemma 13 we know that θ̃k
(
s̃, t, qA, qB

)
∼ θ̃k

(
s̃f , τ

)
(the two have the same dis-

tributions), where s̃f = (s̃f1 , s̃
f
2) with s̃fk = 1

τk

(
tAqAk s̃

A
k + tBqBk s̃

B
k

)
. This implies that

d∗
(
s̃, t, qA, qB

)
∼ d∗(s̃f , τ). Then we can write (B.1.5) as

E

[
−

2∑
k=1

αik

(
d∗(s̃f , τ)− θ̃k

(
s̃f , τ

))2]
,

which is exactly (B.1.4), the definition of V i (τ).

We now make a statement about the media model equilibria in cases not covered in

7



Proposition B.1.1, and prove both statements simultaneously.

Proposition B.1.2. In each of the cases listed below, all equilibria are payoff-equivalent

to the following:

1. if αA1 > αV1 > αB1 and T is not large enough: both media outlets choose the same

extreme coverage, either qA = qB = (1, 0), or qA = qB = (0, 1), and the voter

achieves her best information;

2. if αV1 ≥ αA1 : the voter only follows outlet A, t = (T, 0), and outlet A achieves its

best information;32

3. if αB1 ≥ αV1 : the voter only follows outlet B, t = (0, T ), and outlet B achieves its

best information.

Proof of Propositions B.1.1 and B.1.2. Lemmas 13 and 14 imply that the media setting

with four signals s = (sA1 , s
A
2 , s

B
1 , s

B
2 ) can, without loss, be replaced by the baseline

model with fictitious aggregate signals sf = (sf1 , s
f
2), which have the same distribution

conditional on aggregate attention allocation τ
(
t, qA, qB

)
as the signals in our main

model of Section 2. For brevity, we often drop the arguments of the aggregate attention

allocation and write it as simply τ .

Proceeding by backwards induction, we first note that the voter’s equilibrium decision

d∗
(
sf , τ

)
is analogous to the single-player and strategic versions of our model, see the

proof of Lemma 14. In the remainder of this proof, we assume the voter follows this

equilibrium decision strategy d∗
(
sf , τ

)
.

Proceeding further, Lemma 14 implies that the outlets’ problem of choosing coverage

qm and the voter’s problem of choosing attention allocation t reduce to the problem

of maximizing value function (B.1.4) over τ
(
t, qA, qB

)
. Fix some t and consider the

outlets’ problem. Let TV (t) := t1 + t2 denote the total amount of attention devoted

to the two outlets by the voter. Let τ i
∗
(t) := argmaxτ∈R2

+
V i(τ) s.t. τ1 + τ2 ≤ TV (t)

for all i = A,B, V . Note that player i’s best information, by definition, is given by

maxt∈R τ
i∗(t). For both m = A,B, τm∗(t) is then described by Lemma 2 and Theorem

2 with T = TV (t). By Lemma 2, if m’s expected payoff (12) is weakly increasing in

32We define outlet m’s best information by analogy with the voter’s best information in the text, i.e.,
(t, qA, qB) must jointly maximize m’s expected payoff given the voter’s equilibrium decision strategy.
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τk, it is also strictly concave in τk.
33 From Theorems 1 and 2, we obtain a closed-form

solution for τ i
∗
(t):

τ i1
∗
(t) = max

{
0, min

{
α̂i1Σ

0
1 − α̂i2Σ

0
2

Σ0
1Σ

0
2(α̂

i
1 + α̂i2)

+
α̂i1

α̂i1 + α̂i2
TV (t), TV (t)

}}
,

τ i2
∗
(t) = TV (t)− τ i1

∗
(t),

(B.1.6)

where α̂ik :=
√
max

{
0, (αik)

2 − (αik − αVk )
2
}

for all k = 1, 2 and i = A,B, V (note

that α̂Vk = αVk , so for i = V , (B.1.6) coincides with the solution in Theorem 1). Note

that τ i1
∗
(t) is weakly increasing in αi1 (subject to the αi1 + αi2 = 1 constraint). This

characterization implies that since αi1+αi2 = 1 for all i = A,B, V , the auxiliary weights

α̂mk cannot simultaneously be zero for both k = 1, 2 for any m = A,B, so τm1
∗(t) +

τm2
∗(t) = TV (t) for all t (the media want no attention wasted). We note that subject to

this constraint, value V i(τ1, TV (t) − τ1) is either strictly monotone, or strictly concave

in τ1 for all i = A,B, V .

The characterization in Theorem 2 also implies that given t, if α̂m1 Σ0
1 > α̂m2 Σ0

2 and

TV (t) ≤ α̂m
1

α̂m
2 Σ0

2
− 1

Σ0
1
(or for all TV (t) if α̂2 = 0), then τm∗(t) = (TV (t), 0), and vice

versa: if α̂m2 Σ0
2 > α̂m1 Σ0

1 and TV (t) ≤ α̂m
2

α̂m
1 Σ0

1
− 1

Σ0
2
(or for all TV (t) if α̂1 = 0), then

τm∗(t) = (0, TV (t)). If none of these conditions apply, then τm∗(t) is interior (and

strictly monotone in αm1 subject to the αm1 + αm2 = 1 constraint). Therefore, if we let

T̂ := max

{
0, min
m∈{A,B}

{
α̂m1
α̂m2 Σ0

2

− 1

Σ0
1

}
, min
m∈{A,B}

{
α̂m2
α̂m1 Σ0

1

− 1

Σ0
2

}}
,

then whenever TV (t) ≤ T̂ , both media outlets optimally prefer the same extreme cover-

age: τA1
∗
(t) = τB1

∗
(t) ∈ {0, TV (t)}. Note that if α̂A1 Σ

0
1 > α̂A2 Σ

0
2 and α̂B1 Σ

0
1 < α̂B2 Σ

0
2, then

T̂ = 0, and such a preference profile (τA1
∗
(t) = τB1

∗
(t) ∈ {0, TV (t)}) cannot arise. Fur-

ther, if TV (t) > T̂ , then τm∗(t) is interior for at least one outlet m, and since αA1 > αB1

(and αA2 < αB2 ), we then have τA1
∗
(t) > τB1

∗
(t).

Next, we claim that if τ ̸= τm∗(t) for some outlet m in equilibrium, then m is either

polarized (i.e., qm ∈ {((1, 0), (0, 1)}), or ignored (tm = 0). To see this, proceed by

contradiction and consider a strategy profile
(
t, qA, qB

)
such that τk

(
t, qA, qB

)
< τmk

∗(t),

qmk < 1, and tm > 0 for some k = 1, 2 and m = A,B. Then increasing qmk (while

33This is most evident from (30) in the proof of Theorem 2: one can readily see by analogy that both
monotonicity and concavity in this problem depend on whether λi

k := αV
k

(
2αm

k − αV
k

)
≷ 0.

9



decreasing the other weight qm−k) brings the aggregate test allocation τ closer to m’s

optimum τm∗(t), which strictly increasesm’s expected payoff (12).34 This is a profitable

deviation for outlet m, and the original strategy profile thus cannot be an equilibrium.

The same is true of the case when τk > τmk
∗(t) and qmk > 0 and tm > 0 for some k = 1, 2,

m = A,B.

The logic above also implies that as αA1 > αB1 , there is no equilibrium with τ such

that τ1 > τA1
∗
(t) or τB1

∗
(t) > τ1, since in the former case both outlets m want to

decrease qm1 and increase qm2 (and at least one has the scope for such a deviation), and

in the latter they want to do the opposite. Therefore, in equilibrium, the aggregate

attention allocation τ = τ
(
t∗, qA

∗
, qB

∗)
must be such that τ1 ∈

[
τB1

∗
(t∗), τA1

∗
(t∗)
]
and

τ2 = TV (t
∗)− τ1 ∈

[
τA2

∗
(t∗), τB2

∗
(t∗)
]
.

It remains to consider the voter’s attention allocation problem. Since τm∗(t) only depend

on t through TV (t), the voter’s problem can be split into first choosing the total amount

of attention to devote to media, TV , and then choosing how to split it by way of choosing

τ such that τ1 ∈
[
τB1

∗
(TV ), τ

A
1

∗
(TV )

]
and τ2 = TV − τ1. Note that in the second step,

all aggregate allocations in this interval are available to the voter for a given TV . By

setting tm = TV for some m and t−m = 0, she can induce τ = τm∗(TV ). Any allocation

τ in the interior of the interval can be achieved by setting tA = τ1 and tB = τ2, in which

case the unique best response for outlet A is qA = (1, 0), and the unique best response

for outlet B is qB = (0, 1), as argued above. We shall thus refer to τ that satisfy these

requirements as feasible given some TV .

The voter never wants any attention wasted, since her payoff is strictly increasing in τk

for both k. From (B.1.6) we can see that d
dTV

τmk
∗(TV ) ∈ [0, 1] for all m, k, hence for any

TV , any τ
a that is feasible given TV , and any ε > 0, there exists τ b that is feasible given

TV + ε and is such that τ bk ≥ τak for both k, with at least one inequality being strict.35

Therefore, increasing TV always offers a strict improvement the voter, so in equilibrium,

TV (t
∗) = T .

We now move on to the second stage of the voter’s problem. If T ≤ T̂ , then τA1
∗
(T ) =

34 “Closer” here is used in the sense of the new aggregate attention allocation τ̄ being a convex
combination of the original τ and the optimal τm∗(t). The payoff function being concave on the relevant
interval, and τm∗(t) being its maximizer then directly imply that τ̄ yields a higher payoff than the
original τ .

35A way to see this is to notice that an increase in TV implies an increase in the strong set order of
the intervals of feasible in τ1 and τ2.
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τB1
∗
(T ) ∈ {0, 1}, so the set of available τ is a singleton, and the voter is then indifferent

between all attention allocations. Suppose now that T > T̂ . If αA1 > αV1 > αB1 , then

τV1
∗
(T ) ∈

[
τB1

∗
(T ), τA1

∗
(T )
]
, so the voter can attain her optimum τV

∗
(T ) by following

the strategy described above. It is immediate from (B.1.6) that in this case there exists

T̂V ≥ T̂ such that τV
∗
(T ) is interior if and only if T > T̂V . For T > T̂V , τ

V ∗
(T ) is

uniquely optimal for the voter, hence t = (τV1
∗
(T ), τV2

∗
(T )), qA = (1, 0), and qB = (0, 1)

is the unique equilibrium, proving Proposition B.1.1. For T ≤ T̂V , as argued above, the

voter can still achieve τV
∗
(T ), but the equilibrium may not be unique. This proves case

1 of Proposition B.1.2. In case αV1 /∈
(
αA1 , α

B
1

)
, since the voter’s value function (11) is

strictly concave in τ , she will optimally choose the available allocation closest (in the

sense of Footnote 34) to τV
∗
(T ). In particular, if αB1 ≥ αV1 , then τV1

∗
(T ) ≤ τB1

∗
(T ),

so the voter will choose t = (0, T ), resulting in τ = τ∗B(T ). And if αV1 ≥ αA1 , then

τV1
∗
(T ) ≥ τA1

∗
(T ), and the voter will choose t = (T, 0), resulting in τ = τ∗A(T ). This

proves parts 2 and 3 of Proposition B.1.2 and completes this proof.

Finally, we state the following general corollary before proving it along with Corollary

B.1.1.

Corollary B.1.2. The voter weakly prefers the equilibrium when both media outlets

m = A,B are available to the equilibrium when only one outlet m = A,B is present in

the market.

Proof of Corollaries B.1.1 and B.1.2. In the monopoly case, if only outletm is available,

then the voter always lends it her full attention, tm = T , since her value (B.1.4) reduces

to (11), which is strictly increasing and strictly concave in τ . Therefore, m can choose

aggregate attention allocation τ freely subject to τ1 + τ2 = T . Since αi1 + αi2 = 1 for

all i, Theorem 2 implies that m does not want to waste any of the voter’s attention.

The unique equilibrium aggregate attention allocation is, therefore, τm∗(T ), as defined

in the proof of Propositions B.1.1 and B.1.2, which is m’s best information.

Propositions B.1.1 and B.1.2 above shows that under media duopoly, the equilibrium

aggregate attention allocation τ∗ is given by τV
∗
(T ) if αA1 > αV1 > αB1 , by τA

∗
(T )

if αA1 ≤ αV1 , and by τB
∗
(T ) if αV1 ≤ αB1 . Note that in the two latter cases, it is

the voter’s preferred media outlet that has the monopoly power, which proves Corollary

B.1.2 for those cases. In the former case, τV
∗
(T ) being its maximizer of the voter’s value
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function imply that the voter prefers duopoly, concluding the proof of Corollary B.1.2.

If τV
∗
(T ) ∈

(
τB

∗
(T ), τA

∗
(T )
)
, which is the case if and only if T > T̂V , as defined in the

proof of Propositions B.1.1 and B.1.2, then it is also the unique maximizer (since the

value function is strictly concave on that interval in that case), which proves Corollary

B.1.1.

B.2 Changing Preferences

In this second extension, we study how a (potential) change in an agent’s preferences

between learning and decision-making affects his learning strategy. Following the liter-

ature on time-inconsistent preferences (e.g., O’Donoghue and Rabin, 1999), we consider

sophisticated and naive agents and investigate the impact of such a change in preferences

on the learning strategy and on the agent’s welfare.

We model this similarly to our baseline model by considering a single agent facing a

two-stage problem. In the first stage, the agent acquires information about unknown

attributes. In the second stage, the agent takes a decision based on the acquired infor-

mation. The agent’s preference may change between the two stages. For instance, this

change may occur due to a change in the agent’s circumstances, such as losing the job or

falling ill. Alternatively, the change in preferences may be due to the agent’s self-control

problems, such as succumbing to temptation.

In the first stage, when acquiring information, the agent has utility function

uR(d, θ) = −
(
d− αR1 θ1 − αR2 θ2

)2
, (B.2.1)

where we assume αRk > 0 for k = 1, 2. Afterwards, the agent’s preference may change,

which we model as a change in the weight of attribute θ̃2 occurring with (ex ante)

probability p ∈ (0, 1). In the second stage, when making the decision, the agent has

utility function

uD(d, θ) =

−
(
d− αR1 θ1 − αR2 θ2

)2
with probability 1− p,

−
(
d− αR1 θ1 − cαR2 θ2

)2
with probability p,

12



where c > 0 and c ̸= 1.36 The naive agent believes her preferences will stay the

same across both stages, while the sophisticated agent understands they might change.

Throughout this section, we simplify the analysis by assuming µ0 = (0, 0), so that, ab-

sent any new information, the researcher and both types of decision-makers agree on

the optimal decision d∗ = 0. Additionally, we fix Σ0
1 = Σ0

2 = T = 1.

As the naive agent incorrectly assumes no possibility of change, the naif’s learning

problem coincides with that of a single player in Section 3, and the equilibrium test

allocation follows from Theorem 1 with weights αR. In contrast, for the sophisticate, a

strategic game similar to that in Section 4 ensues. However, Theorem 2 does not apply

directly, as the decision-maker’s preferences are stochastic. By appropriately adapting

Lemma 2 and then applying the same logic as in the proof of Theorem 2, we find that the

sophisticate’s equilibrium test allocation can nevertheless be expressed as the solution

to a single-player problem with auxiliary weights37

(α̂1, α̂2) :=
(
αR1 , α

R
2

√
max{1− p+ p(c(2− c)), 0}

)
.

Thus, the potential change in preferences reduces the weight put on attribute θ̃2, as the

sophisticate anticipates the misalignment between his current and future self. Notably,

the next result shows that this reduction may even induce the sophisticate to engage in

“strategic ignorance” (see, e.g., Carrillo and Mariotti, 2000).

Proposition B.2.1. The sophisticate avoids learning about attribute θ̃2 for any T > 0

if and only if
√
p(c− 1) ≥ 1.

In the presence of a potential shift in preferences, represented by c, the sophisticate may

choose strategic ignorance regarding attribute θ̃2. If the change reduces the weight on θ̃2

or does not increase it too much, the agent still learns about it, but with less intensity

(α̂2 < αR2 ). In contrast, the sophisticate avoids learning about attribute θ̃2 if the change

is sufficiently high (c > 2) and the probability of change is not too small. In short, when

the sophisticate expects the future self to overreact to information about θ̃2, she may

opt for strategic ignorance.

36This setting extends the baseline model by allowing for uncertainty about the decision-maker’s
preferences. An alternative interpretation is that there are multiple potential decision-makers, and the
researcher is uncertain about who will make the decision. We extend our equilibrium concept to this
setting in Section B.2.1.

37The formal steps are contained in the proof of Proposition B.2.1.
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Having established the differences between the naif and the sophisticate’s equilibrium

learning strategies, we want to understand the implications for the agent’s welfare. In

this context, the choice of the appropriate welfare criterion is unclear. For instance, if

the change in preferences is triggered by succumbing to temptation, the initial utility

function uR seems most appropriate. However, if the change in preferences is due to

altered circumstances, such as illness or parenthood, then the changed utility function

uD seems more appropriate. We remain agnostic about the welfare criterion and consider

both alternatives.

Proposition B.2.2. If αR1 /∈ (α̂2/2, 2α
R
2 ), the expected payoff of the naif and the

sophisticate coincide for both welfare criteria. Otherwise, if the welfare criterion is the

initial utility, uR, the welfare of the sophisticate exceeds that of the naif. If the welfare

criterion is the changed utility, uD, the naif’s welfare exceeds that of the sophisticate

for c > 1 and vice versa for c < 1.

The interesting case arises when a potential change in preferences influences equilib-

rium learning strategies. As shown in the appendix, the sophisticate allocates (at least

weakly) more tests to attribute θ̃1 than the naif. Anticipating a shift in preferences,

the sophisticate reduces emphasis on attribute θ̃2 to avoid misalignment with the future

self’s choices. When initial utility is used as the welfare criterion, the sophisticate’s

expected payoff is higher because they optimize learning, aware of possible preference

changes, while the naif makes suboptimal choices. However, when the welfare criterion

is the changed utility, the naif can outperform the sophisticate. If c > 1, the naif learns

more about θ̃2, benefiting whether preferences change or not: If a change occurs, the

naif has learned more about the now more important attribute θ̃2 than the sophisti-

cate (in extreme case, the sophisticate engages in strategic ignorance and learns nothing

about θ̃2); if no change occurs, the naif has implemented the optimal test allocation due

to her naivete. In contrast, the sophisticate’s “hedging” learning strategy against the

potential change, which underweighs θ̃2, is less effective. However, this is reversed when

c < 1. Then, the naif’s learning strategy is still optimal when no change occurs but

(substantially) worse when a change occurs.

The result in Proposition B.2.2 has a parallel to O’Donoghue and Rabin’s (1999) find-

ings in their “doing it now or later” framework. They find that in case of immediate

costs the sophisticate is always better off than the naif (as in our case with the initial
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utility). Conversely, in case of immediate gratification, either type of the agent can be

better off (as in our case with changed utility). In both, O’Donoghue and Rabin (1999)

and our model, the sophisticate may engage in a form of overcompensation. In our case

it happens by putting less weight on attribute θ̃2 to hedge against preference changes,

which leads to a worse outcome irrespective of whether preferences actually change.

Summarizing, both models highlight that naive strategies can sometimes lead to better

outcomes if future preferences or circumstances validate those strategies. This under-

scores the complexity of modeling changing preferences and how different assumptions

about future behavior or the reason for change can impact welfare.

B.2.1 Proofs for the extension on changing preferences

Equilibrium concept. A weak Perfect Bayesian Equilibrium of the game with po-

tentially changing preferences (hereinafter referred to simply as “equilibrium”) is a tuple

(τ∗, d∗c(s, τ), d
∗
u(s, τ), θ̃(s, τ)) such that:

1. the researcher’s test allocation strategy τ∗ ∈ T maximizes his expected payoff

given the decision-maker’s strategies d∗c(s, τ) and d
∗
u(s, τ);

2. the decision-maker’s decision strategies d∗c(s, τ) : R2 × T → R and d∗u(s, τ) : R2 ×

T → R maximize her expected payoff given changed and unchanged preferences,

respectively, and her posterior beliefs θ̃(s, τ);

3. the decision-maker’s posterior beliefs θ̃(s, τ) : R2 × T → ∆(R2) are obtained via

Bayes’ rule given the signal realizations s and the researcher’s choice τ .

Proof of Proposition B.2.1. Observe that the decision-maker’s equilibrium decision is

given by

d∗u(s, τ) = αR1 µ̂1(s, τ) + αR2 µ̂2(s, τ) with probability 1− p,

d∗c(s, τ) = αR1 µ̂1(s, τ) + cαR2 µ̂2(s, τ) with probability p.

Thus, for any test allocation τ , the uncertainty about the decision-maker’s preferences

translates accordingly into uncertainty about the decision-maker’s decision. Hence, we
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can write the researcher’s value as

V R(τ) =− E
[
p(αR1 µ̂1(s, τ) + cαR2 µ̂2(s, τ)− b̃R)2 + (1− p)((αR1 µ̂1(s, τ) + αR2 µ̂2(s, τ))− b̃R)2

]
.

By appropriately adapting Lemma 2, we obtain that the equilibrium test allocation is

found by solving

max
τ∈T

−p

((
αR1
)2

Σ0
1

1 + τ1Σ0
1

+

(
αR2
)2

Σ0
2

1 + τ2Σ0
2

(
c2 + 2cΣ0

2τ2
))

+ (1− p)

 2∑
j=1

(
αRj

)2
Σ0
j

1 + τjΣ0
j

 .

Proceeding as in the benchmark model, we can obtain the FOCs for the learning problem.

These are given by

(
Σ0
1

1 + Σ0
1τ

∗
1

)2

(αR1 )
2 = λ,(

Σ0
2

1 + Σ0
2τ

∗
2

)2

(αR1 )
2 (1− p+ p(c(2− c))) = λ.

By the same logic as in the proof of Theorem 2, the result follows.

Proof of Proposition B.2.2. The proof proceeds in three steps.

Step 1. We begin by observing that αR2 ≥ α̂2 = αR2
√
max{1− p+ p(c(2− c)), 0},

where 1 − p + p(c(2 − c)) is a concave function of c with a maximum at c = 1. Thus,

αR2 ≥ α̂S2 . Further, the sophisticate’s and the naif’s learning strategies τS1 and τN ,

respectively, read

τS1 = max

{
0,min

{
2αR1 − α̂2

αR1 + α̂2
, 1

}}
, τN1 = max

{
0,min

{
2αR1 − αR2
αR1 + αR2

, 1

}}
.

Hence, τS1 ≥ τN1 , as the sophisticate puts less weight on the second attribute than the naif

and they both put the same weight on the first. Thus, if naif learns only about attribute

θ̃1, the sophisticate will do the same. The condition for that is
2αR

1 −αR
2

αR
1 +αR

2
≥ 1 ⇔ αR1 ≥ 2αR2 .

Analogously, when the sophisticate learns only about attribute θ̃2, the naif will do the

same. The condition for that is
2αR

1 −α̂2

αR
1 +α̂2

≤ 0 ⇔ αR1 ≤ α̂2
2 . Hence, when α

R
1 /∈ (α̂2/2, 2α

R
2 )

the two learning strategies coincide so that the expected payoffs of the naif and the

sophisticate coincide. This proves the first part of the proposition.
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Step 2. For the rest of the proof, let αR1 ∈ (α̂2/2, 2α
R
2 ). If the relevant welfare criterion

is the initial utility (given the decision-maker’s equilibrium decision rule), it coincides

with the objective function the sophisticate maximizes. Hence, the second part of the

proposition follows trivially as the learning strategies for the naif and the sophisticate

differ when αR1 ∈ (α̂2/2, 2α
R
2 ).

Step 3. If the relevant welfare criterion is the decision-maker’s utility, the welfare

function (given the decision-maker’s equilibrium decision rule) is

V D(τ) = p

[
−
(
αR1
)2

1 + τ1
−
(
cαR2

)2
1 + τ2

]
+ (1− p)

[
−
(
αR1
)2

1 + τ1
−
(
αR2
)2

1 + τ2

]

= −
(
αR1
)2

1 + τ1
−
(
αR2
)2

2− τ1

(
1− p+ pc2

)
.

Let us find the value of τ1 ∈ [0, 1] that maximizes this function. The first and second

order conditions show that V D(τ) is a strictly concave function for τ1 ∈ [0, 1] reaching

a unique maximum at

τD1 = max

{
0,min

{
2αR1 − αR2

√
1− p+ pc2

αR1 + αR2
√
1− p+ pc2

, 1

}}
.

Since αR1 ∈ (α̂2/2, 2α
R
2 ), the learning strategies of the naif and sophisticate differ. Fur-

thermore, from Step 1, we then get that the sophisticate always learns strictly more

about attribute θ̃1: τ
S
1 > τN1 .

Note that a function f(x) :=
2αR

1 −x
αR
1 +x

is strictly decreasing in x ∈ R. Furthermore, since

αR1 ∈ (α̂2/2, 2α
R
2 ), we have

τN1 = max{f(αR2 ), 0},

τS1 = min{f(α̂2), 1},

τD1 = max{0,min{f(αR2
√
p+ (1− p)c2), 1}}.

Let c > 1. Then τS1 > τN1 ≥ τD1 since
√

1− p+ pc2 >
√
p+ (1− p) = 1 and thus

αR2
√

1− p+ pc2 > αR2 . Hence the naif’s learning strategy is strictly closer to the maxi-

mizer. Due to the strict concavity of V D(τ), the naif is strictly better off compared to

the sophisticate.
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Let c < 1. Then τD1 ≥ τS1 > τN1 . To see that, we show that α̂2 > αR2
√
1− p+ pc2.

Note that we have α̂2 = αR2
√

1− p+ pc(2− c), which follows from c < 1 and p > 0 and

the calculations in Step 1. Hence, the auxiliary weight of the sophisticate on attribute

θ̃2 is not zero. The inequality α̂2 > αR2
√

1− p+ pc2 then follows by noting that c2 =

c × c < c(2 − c) for c < 1. Hence the sophisticate’s learning strategy is strictly closer

to the maximizer. Due to the strict concavity of V D(τ), we get that the sophisticate is

strictly better off compared to the naif.
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C Additional Proofs

C.1 Proof of Proposition 1

The Baseline Model and Framework A are equivalent up to realized payoffs, since the

utility functions (15) and (16) are equivalent up to an exogenous random term. To see

this, expand the squares in both utility functions, using the assumption that
∑

k α
i
k = 1:

ui(d, θ) = −

(
d−

∑
k

αikθk

)2

= −d2 + 2
∑
k

dαikθk −

(∑
k

αikθk

)2

,

uiA(d, θ) = −
∑
k

αik (d− θk)
2 = −d2 + 2

∑
k

dαikθk −
∑
k

αikθ
2
k.

Observe that the difference ui(d, θ)−uiA(d, θ) is independent of the decision d. Therefore,

the decision-maker’s expected utilities (3) only differ in the two settings by a constant

independent of d, and the researcher’s values (2) only differ by a constant.

Now consider Framework B. The decision-maker’s equilibrium decision d∗(s, τ) in this

setting satisfies

d∗k(s, τ) = E
[
αDk θ̃k

]
= E

[
αDk θ̃k(sk, τk)

]
= αDk µ̂k(sk, τk)

for all k, where θ̃k(sk, τk) is the decision-maker’s posterior belief and µ̂k(sk, τk) is its

posterior expectation, given by (4) and (5), respectively. Let d̃∗k(τ) := d∗k(s̃, τ) for all

k denote the random variable that captures the distribution of the decision-maker’s

equilibrium decision given τ . The researcher’s value is then given by

V R
B (τ) = E

[
uRB

(
d̃∗(τ), θ̃

)]
= −E

[∑
k

(
d̃∗k(τ)− αRk θ̃k

)2]
=
∑
k

[
−V ar

(
d̃∗k(τ)

)
+ 2 cov

(
d̃∗k(τ), α

R
k θ̃k

)]
+ C,

where C is some constant that does not depend on τ (note, specifically, that E
[
d̃∗k(τ)

]
=

αDk µ
0
k does not depend on τ). This is analogous (though not equivalent) to Lemma 2.

19



From (5) and (1) we have that

V ar
(
d̃∗k(τ)

)
= V ar

(
αDk

τkΣ
0
k

1 + τkΣ
0
k

s̃k

)
=

τk(Σ
0
k)

2

1 + τkΣ
0
k

(
αDk
)2
,

cov
(
d̃∗k(τ), α

R
k θ̃k

)
= cov

(
αDk

τkΣ
0
k

1 + τkΣ
0
k

s̃k, α
R
k θ̃k

)
=

τk(Σ
0
k)

2

1 + τkΣ
0
k

αDk α
R
k ,

hence the objective function above reduces to

V R
B (τ) =

∑
k

τk(Σ
0
k)

2

1 + τkΣ
0
k

(
2αRk − αDk

)
αDk + C

and its partial derivative w.r.t. τk is given by

∂V R
B (τ)

∂τk
=
(
2αRk − αDk

)
αDk

(
1

Σ0
k

+ τk

)−2

,

which is equivalent to (30). The remainder of the proof of Theorem 2 then applies to

Framework B, and the statement of Theorem 2 holds. The equilibrium test allocation

is, therefore, the same as in the Baseline Model.

C.2 Details of the Proofs in Appendix A.3

C.2.1 Proof of Lemma 5

Fix the manager’s weight vector αD = (αD1 , α
D
2 ) with αD1 ≥ αD2 > 0. Let αR(β, γ)

denote the analyst’s weight vector as a function of β and γ for a given αD as defined by

(18).38 We thus have

αR1 (γ, β) = βαD1 − γαD2 , αR2 (γ, β) = βαD2 + γαD1 . (C.2.1)

For β ∈ R+, let γ1(β) ∈ R and γ2(β) ∈ R denote the values of γ defined by equations

αR1 (β, γ1(β)) = 1/2αD1 , and α
R
2 (β, γ2(β)) = 1/2αD2 . From equations (C.2.1), we get

γ1(β) = −
(
1

2
− β

)
αD1
αD2

, γ2(β) =

(
1

2
− β

)
αD2
αD1

(C.2.2)

Since αR1 (β, γ) (αR2 (β, γ)) is strictly decreasing (strictly increasing) in γ, the following

results hold: Given β ∈ R+ (a) αR1 (β, γ) ≤ 1/2αD1 if and only if γ ≥ γ1(β); and (b)

38For simplicity, we omit the dependence on αD in the notation.
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αR2 (β, γ) ≤ 1/2αD2 if and only if γ ≤ γ2(β).

Note that γ1(β) (γ2(β)) is strictly increasing (strictly decreasing) in β. Furthermore,

whenever β < 1/2 we have γ1(β) < 0 < γ2(β) and for β = 1/2 we have γ1(β) = 0 =

γ2(β). Taking β ≤ 1/2, combining results (a) and (b) we can then apply Theorem 2 and

obtain the analyst’s equilibrium test allocation as

τ∗(β, γ) = (τ∗1 (β, γ), τ
∗
2 (β, γ)) =


(T, 0) if γ < γ1(β)

(0, 0) if γ ∈ [γ1(β), γ2(β)]

(0, T ) if γ > γ2(β)

. (C.2.3)

For each β, however, γ also needs to satisfy the constraint γ ∈ Γ(β). For β ∈ R+, let

γ(β) := −βα
D
2

αD1
, γ(β) := β

αD1
αD2

(C.2.4)

denote the end points of the constraint Γ(β). Let β1, β2 ∈ R+ denote the values of β

defined by equations γ1(β1) = γ(β1) and γ2(β2) = γ(β2). Solving these equations, we

obtain

β1 =
1

2

(
αD1
)2(

αD1
)2

+
(
αD2
)2 , β2 =

1

2

(
αD2
)2(

αD1
)2

+
(
αD2
)2

Since αD1 ≥ αD2 > 0, we get 0 < β2 ≤ β1 < 1/2. Furthermore, since γ1(β) (γ2(β)) is

strictly increasing (strictly decreasing) in β and since γ(β) (γ(β)) is strictly decreasing

(strictly increasing) we get the following results: (i) for all γ ∈ Γ(β) we have γ ≥ γ1(β)

if and only if β ≤ β1; and (ii) for all γ ∈ Γ(β) we have γ ≤ γ2(β) if and only if β ≤ β2.

Combining points (i) and (ii) with the equilibrium test allocation defined in equation

(C.2.3), we obtain Lemma 5.

C.2.2 Proof of Lemma 6

Fix the manager’s weight vector αD = (αD1 , α
D
2 ) with αDk > 0 for both k = 1, 2. Let

αR1 (β, γ), α
R
2 (β, γ), γ1(β), γ2(β), γ(β), and γ(β) be given by equations (C.2.1), (C.2.2),

and (C.2.4) in the proof of Lemma 5.

Fix β > 1/2. Then we have γ(β) < γ2(β) < 0 < γ1(β) < γ(β). As shown in the
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proof of Lemma 5, it holds that αR1 (β, γ) ≤ 1/2αD1 if and only if γ ≥ γ1(β); and

αD2 (β, γ) ≤ 1/2αD2 if and only if γ ≤ γ2(β). By Theorem 2, the analyst’s equilibrium

test allocation satisfies

τ∗(β, γ) = (τ∗1 (β, γ), τ
∗
2 (β, γ)) =

(T, 0) if γ ≤ γ2(β),

(0, T ) if γ ≥ γ1(β).

(C.2.5)

Now suppose γ ∈ [γ2(β), γ1(β)]. Let τ̃k(β, γ) and α̂k(β, γ) for k = 1, 2 be given by equa-

tions (33) and (34). Note that expressions in (34) are well-defined for γ ∈ [γ2(β), γ1(β)].

Furthermore, we have

τ̃1(β, γ) =


1
Σ0

2
+ T > T at γ = γ2(β),

− 1
Σ0

1
< 0 at γ = γ1(β),

since α̂2(β, γ2(β)) = 0, α̂1(β, γ2(β)) > 0, and α̂1(β, γ1(β)) = 0, α̂2(β, γ1(β)) > 0. Fur-

ther, τ̃1(β, γ) is continuous and strictly decreasing in γ. To see the strict monotonicity,

let us take the partial derivative of τ̃1(γ) with respect to γ. For ease of notation, we

suppress the dependence on β and γ from the right-hand side of the expression. We get

∂τ̃1(β, γ)

∂γ
=

(Σ0
1 +Σ0

2)
(
α̂2

∂α̂1
∂γ − α̂1

∂α̂2
∂γ

)
Σ0
1Σ

0
2 (α̂1 + α̂2)

2 +
α̂2

∂α̂1
∂γ − α̂1

∂α̂2
∂γ

(α̂1 + α̂2)
2 < 0,

where we used ∂α̂1(β,γ)
∂γ = − αD

2√
α̂1(β,γ)

< 0 and ∂α̂2(γ)
∂γ =

αD
1√

α̂2(β,γ)
> 0 to determine the

sign. By the intermediate value theorem, there exist γI(β), γII(β) ∈ (γ2(β), γ1(β)) such

that

τ̃1(β, γ) =

T at γ = γI(β),

0 at γ = γII(β).

(C.2.6)

From the strict monotonicity of τ̃1(β, γ), it further holds that

τ̃1(β, γ)

> T if and only if γ < γI(β),

< 0 if and only if γ > γII(β).

(C.2.7)

Finally, note that α̂k(β, γ) as given by (34) are equivalent to (13) and (14) given de-
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composition (18). By Theorems 1 and 2, the analyst’s equilibrium test allocation for

γ ∈ [γ2(β), γ1(β)] is

τ∗1 (β, γ) = max {0,min {τ̃1(β, γ), T}} (C.2.8)

τ∗2 (β, γ) = max {0,min {τ̃2(β, γ), T}} (C.2.9)

Combining the results (C.2.8), (C.2.9) with (C.2.7) and (C.2.5), together with the strict

monotonicity result of τ̃1(β, γ), we obtain the claim of Lemma 6.

C.2.3 Proof of Lemma 7

Given a test allocation τ = (τ1, τ2), the decision-maker’s interim expected payoff is

V D(τ) = −
(
αD1
)2

Σ0
1

1 + τ1Σ0
1

−
(
αD2
)2

Σ0
2

1 + τ2Σ0
2

. (C.2.10)

The first, the second, and the cross derivates of the decision-maker’s interim expected

payoff with respect to τk ≥ 0 and τl ̸= τk are ∂V D(τ)
∂τk

=
(

αD
k Σ0

k

1+τkΣ
0
k

)2
> 0, ∂2V D(τ)

∂τ2k
=

−2
(
αDk
)2 ( Σ0

k

1+τkΣ
0
k

)3
< 0, and ∂2V D(τ)

∂τk∂τl
= 0. Hence, V D(τ) is strictly increasing and

strictly concave function.

C.2.4 Proof of Lemma 8

Fix the test budget T > 0 and the decision-maker’s weight vector αD ∈ R2
++. Suppose

γ = 0 (the agent is not distorted).

(i) If β ≤ 1/2 (the agent is too insensitive), then the agent optimally chooses no

testing: τ∗(β, 0) = (0, 0).

(ii) If β > 1/2 (the agent is sufficiently sensitive), then the agent optimally chooses

the decision-maker’s most preferred test allocation: τ∗(β, 0) = τ∗(1, 0).

Suppose the premise of Lemma 8 holds. Part (i) immediately follows from Lemma 5.

For part (ii) take β > 1/2 and let τ̃1(β, γ) and τ̃2(β, γ) be given by (33). At γ = 0, we
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get

τ̃1(β, 0) =

√
2β − 1αD1 Σ

0
1 −

√
2β − 1αD2 Σ

0
2

Σ0
1Σ

0
2

√
2β − 1

(
αD1 + αD2

) +

√
2β − 1αD1√

2β − 1
(
αD1 + αD2

)T
=

αD1 Σ
0
1 − αD2 Σ

0
2

Σ0
1Σ

0
2(α

D
1 + αD2 )

+
αD1

αD1 + αD2
T

Lemma 6 and Theorem 1 then imply that the agent’s equilibrium test allocation coincides

with the optimal test allocation of a single player with weight vector α = αD.

C.3 Details of the Proofs in Appendix A.4

C.3.1 Proof of Lemma 9

Let us set T = 1 and Σ0
1 = Σ0

2 = 1. From Theorems 1 and 2, the equilibrium test

allocation satisfies τ∗1 (p, δ) = 1− τ∗2 (p, δ) and

τ∗2 (p, δ) = min

{
α̂2(p, δ)− α̂1(p, δ)

α̂1(p, δ) + α̂2(p, δ)
+

α̂2(p, δ)

α̂1(p, δ) + α̂2(p, δ)
, 1

}
= min

{
2α̂2(p, δ)− α̂1(p, δ)

α̂1(p, δ) + α̂2(p, δ)︸ ︷︷ ︸
τaux2 (p,δ):=

, 1

}

where α̂1(p, δ) and α̂2(p, δ) are given by equations (36) and (37), respectively. The

function τaux2 (p, δ) is well-defined, since α̂1(p, δ) + α̂2(p, δ) ̸= 0 for all values of p and δ.

Note that τaux2 (p, δ) = 1/2 when p = 0 and τaux2 (p, δ) = 2 when p ≥ 1−δ
2 . Furthermore,

when p ∈
[
0, 1−δ2

)
we have

∂τaux2 (p, δ)

∂p
=

(
2∂α̂2
∂p − ∂α̂1

∂p

)
(α̂1 + α̂2)− (2α̂2 − α̂1)

(
∂α̂1
∂p + ∂α̂2

∂p

)
(α̂1 + α̂2)

2

=
3

4

(1− δ2)

α̂1α̂2 (α̂1 + α̂2)
2 > 0. (C.3.1)

Note that τaux2 (p, δ) is continuous in p for p ≥ 0.39 Furthermore, τaux2 (p, δ) is strictly

increasing in p on p ∈ [0, (1 − δ)/2). At p = 0 we have τaux2 (p, δ) = 1/2 < 1 and at

p ≥ (1 − δ)/2 we have τaux2 (p, δ) = 2 > 1. Hence, for each value of discrimination δ ∈

(0, 1) there exists a threshold partiality level of the advisor paux(δ) ∈
(
0, 1−δ2

)
, defined

implicitly by the equation τaux2 (paux(δ), δ) = 1, such that the equilibrium testing strategy

39Since α̂1(p, δ) and α̂2(p, δ) are both continuous in p, the only possible point of discontinuity of
τaux2 (p, δ) is if α̂1(p, δ) + α̂2(p, δ) = 0. Equations (36) and (37) imply this never happens for all feasible
values of p and δ. Hence, τaux2 (p, δ) is continuous on p ≥ 0.
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satisfies τ∗2 (p, δ) = τaux2 (p, δ) for p ∈ [0, paux(δ)] and τ∗2 (p, δ) = 1 for p ≥ paux(δ).

C.3.2 Proof of Lemma 10

The ex ante expected utility of group k, V k(τ, δ), can be derived from the expected

payoff of a researcher V R(τ) in the baseline model in the proof of Lemma 2, where

we set the decision-maker’s weights to αD1 (δ), α
D
2 (δ) and the researcher’s weights (now

group k weights) to αRk = 1 and αR−k = 0. In other words, given allocation τ and the

politician’s equilibrium strategy d∗(s, τ ; δ), the ex ante expected payoff of group k is the

same as that of the researcher in the baseline model who solely cares about attribute θ̃k

(with weight αRk = 1) and not about the other attribute (with weight αR−k = 0). We get

V k(τ, δ) = E
[
−(d̃∗D(τ ; δ)− θ̃k)

2
]

=−
(
vD0 (δ)− µ0k

)2 − (σ2,D0 (δ) + Σ0
k

)
+ σ̂2,D(τ ; δ) + 2 cov

(
d̃∗D(τ ; δ), θ̃k

)
=−

(
αD1 (δ)µ

0
1 + αD2 (δ)µ

0
2 − µ0k

)2 − ((αD1 (δ))2Σ0
1 +

(
αD2 (δ)

)2
Σ0
2 +Σ0

k

)
+

Σ0
k

1 + τkΣ
0
k

((
αDk (δ)

)2
+ 2αDk (δ)Σ

0
kτk

)
+

Σ0
−k

1 + τ−kΣ
0
−k

(
αD−k(δ)

)2
Using µ01 = µ02 = 0, Σ0

1 = Σ0
2 = 1, we get

V k(τ, δ) =−
((
αD1 (δ)

)2
+
(
αD2 (δ)

)2
+ 1
)

+
1

1 + τk

((
αDk (δ)

)2
+ 2αDk (δ)τk

)
+

1

1 + τ−k

(
αD−k(δ)

)2
. (C.3.2)

The difference between the expected utilities of the two groups is

V 1(τ, δ)− V 2(τ, δ) =
2αP1 (δ)τ1
1 + τ1

− 2αP2 (δ)τ2
1 + τ2

=
(1 + δ)τ1
1 + τ1

− (1− δ)τ2
1 + τ2

where we used αP1 (δ) = 1
2(1 + δ) and αP2 (δ) = 1

2(1 − δ). The difference between the

expected utilities of the two groups under the additional constraint that τ1 + τ2 = 1 is

∆(τ2, δ) = V 1((1− τ2, τ2), δ)− V 2((1− τ2, τ2), δ) =
(1 + δ)(1− τ2)

1 + 1− τ2
− (1− δ)τ2

1 + τ2
.

The function ∆(τ2, δ) is continuous and strictly decreasing in τ2 since δ ∈ (0, 1) and

thus ∂∆(τ2,δ)
∂τ2

= − (1+δ)
(1+1−τ2)2 − (1−δ)

(1+τ2)2
< 0. Furthermore, we have ∆(1/2, δ) > 0 and
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∆(1, δ) < 0. Hence, for each δ there exists a unique value of τ̂2(δ) ∈ (1/2, 1) for which

it holds ∆(τ̂2(δ); δ) = 0.

C.3.3 Proof of Lemma 11

Let

ω(τ2, δ) := V 1((1− τ2, τ2), δ) + V 2((1− τ2, τ2), δ)

= −3− δ2 +
1/2(1 + δ2) + (1 + δ)(1− τ2)

2− τ2
+

1/2(1 + δ2) + (1− δ)τ2
1 + τ2

denote the sum of the expected utilities of the two groups as a function of test allo-

cation τ = (τ1, τ2) under the constraint that the budget is fully used, τ1 = T − τ2

with T = 1, and where V k(τ, δ) is given by equation (C.3.2). Since the budget is

exhausted in equilibrium (as shown in the proof of Lemma 4), welfare is thus given

by W (p, δ) = ω(τ∗2 (p, δ), δ). The partial derivative of welfare with respect to p > 0,

whenever differentiable, is then

∂W (p, δ)

∂p
=
∂τ∗2
∂p

∂ω(τ∗2 , δ)

∂τ2
=
∂τ∗2
∂p

(
1/2(1 + δ2)− (1 + δ)

(2− τ∗2 )
2︸ ︷︷ ︸

<0, since δ<1

+
−1/2(1 + δ2) + (1− δ)

(1 + τ∗2 )
2

)

where we suppressed the dependence of τ∗2 (p, δ) on (p, δ) from the RHS for brevity. Note

that
∣∣1/2(1 + δ2)− (1 + δ)

∣∣ > ∣∣−1/2(1 + δ2) + (1− δ)
∣∣ and that (2 − τ∗2 )

2 < (1 + τ∗2 )
2,

since τ∗2 (p, δ) > 1/2 for p > 0. Hence,
∂ω(τ∗2 ,δ)
∂τ2

< 0. We thus have sign
(
∂W (p,δ)

∂p

)
=

−sign
(
∂τ∗2
∂p

)
.

Let τaux2 (p, δ), p̂(δ) and paux(δ) with p̂(δ) < paux(δ), be the variables defined in the proof

of Lemma 4. From equation (C.3.1), it follows

sign

(
∂W (p, δ)

∂p

)
= −sign

(
∂τ∗2 (p, δ)

∂p

)
=

−sign
(
τaux2 (p,δ)

∂p

)
< 0 p ∈ (0, paux(δ))

0 p > paux(δ)

,

and the derivative does not exist at p = paux(δ). We thus have that welfare W (p, δ) is

(i) continuous in p (since V k(τ∗(p, δ), δ) is continuous in p); (ii) strictly decreasing on

p ∈ (0, paux(δ)); and (iii) constant on p ≥ paux(δ), where all the advisors use the entire

budget to learn exclusively about group 2. Furthermore, the equalizing partiality level
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p̂(δ) < paux(δ).

Next, inequality is given by

I(p, δ) = |∆(τ∗2 (p, δ), δ)|

where ∆(τ∗2 (p, δ), δ) is given by equation (38). As we have shown in the proof of

Lemma 4, the function ∆(τ∗2 (p, δ), δ) is continuous in τ∗2 (p, δ), strictly decreasing in

τ∗2 (p, δ), and is zero at τ∗2 (p̂(δ), δ), where τ∗2 (p̂(δ), δ) < T (the advisor who restores

equality, p̂(δ), does not use the entire test budget to learn exclusively about group 2).

As shown above, we have: the equilibrium allocation of tests to group 2, τ∗2 (p, δ), is

continuous in p, strictly increasing on p < paux(δ), and constant on p ≥ paux(δ), where

the advisors use the entire test budget to learn exclusively about group 2: τ∗2 (p, δ) = T .

Hence, inequality I(p, δ) is (i) continuous in p; (ii) strictly decreasing on p ∈ (0, p̂(δ))

(iii) zero at p = p̂(δ); (iv) strictly increasing on p ∈ (p̂(δ), paux(δ)); and (v) constant on

p ≥ paux(δ).

Therefore, welfare W (p, δ) and inequality I(p, δ) are both (i) continuous in p; and (ii)

strictly decreasing on p ∈ (0, p̂(δ)). Furthermore, welfare strictly decreases and inequal-

ity strictly increases on p ∈ (p̂(δ), paux(δ)); and they are both constant on p ≥ paux(δ).

C.3.4 Proof of Lemma 12

By Theorem 1, the politician’s optimal learning strategy under unchecked discrimination

yields

τ̄2(δ) =


1−3δ
2 if δ < 1

3 ,

0 if δ ≥ 1
3 .

From the proof of Lemma 4, equation (39), the test allocation restoring equality τ̂2(δ) =

−(1−δ)+
√
1+3δ2

2δ .

Fix δ ∈ [1/3, 1). Then |τ2(δ) − 1/2| > |τ̂2(δ) − 1/2|, since τ̂2(δ) ∈ (1/2, 1), as shown in
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the proof of Lemma 4. Next, fix δ ∈ (0, 1/3). Then we have, equivalently,

|τ2(δ)− 1/2| = 1

2
− 1− 3δ

2
>

−1 + δ +
√
1 + 3δ2

2δ
− 1

2
= |τ̂2(δ)− 1/2|

1 + 3δ2 >
√

1 + 3δ2

which holds for any δ ∈ (0, 1/3).
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