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Abstract

We provide a model of investment in innovation that is dynamic, features multiple
heterogeneous research projects of which only one potentially leads to success, and
in each period, the researcher chooses the set of projects to invest in. We show that
if a search for innovation starts, it optimally does not end until the innovation is
found—which will be never with a strictly positive probability.
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1 Introduction

In 1880, Alphonse Laveran discovered that malaria was caused by a parasite from the
Plasmodium genus. This discovery immediately led to the next question: how was Plas-
modium transmitted from one person to another? To answer such a question, researchers
could design and conduct various experiments to test the many potential vectors, in-
cluding transmission via soil, water, or a living host such as a bird or—which ultimately
proved true—a mosquito (Desowitz, 1991). For example, researchers could expose healthy
subjects to infected water to determine if the disease could be transmitted that way, or
allow mosquitoes to feed on infected individuals and then examine the insects for the
presence of the parasite.1 There are countless experimental variations, such as the species
of mosquito used, the time elapsed after infection before examination, the specific parts of
the mosquito dissected, and the techniques employed to detect the parasite. Researchers,
aiming to find the answer as efficiently as possible, would pursue the most promising and
least costly experiments first, and move on to more challenging, expensive, or less likely
experimental avenues if success initially proves elusive.

The above example has two important features. First, given a set of potential vectors,
discovering that one is not responsible for transmission is informative about the probability
that a remaining vector is how the disease actually spreads. For instance, if the parasite
is not found in the soil, the probability that it will be found in water increases. Second,
the cost of testing different vectors varies greatly. For example, examining soil samples is
cheap, while dissecting living hosts is costly.

We propose a model exhibiting both of the above features, informational externalities
and heterogeneous projects. In doing so, we go beyond the existing literature and we
find that, if the search starts, it does not end until the answer is found. In particular,
the search will go on forever with strictly positive probability. This is in sharp contrast
with the existing results in the literature, where the search tends to end in finite time
even if the optimal search rule prescribes to continue searching forever. This can be seen
in McCardle, Tsetlin, and Winkler (2018), who study monopolistic search in an infinite-
horizon, continuous-time bandit model. In their model, depending on the arrival rate of
successes and failures, the optimal stopping time is finite or infinite. However, even when
the optimal stopping time is infinite, the search will end in finite time with a probability
going to 1, as eventually either a success or a failure will realize.2

1These are some of the experiments conducted by Ronald Ross, who in 1897 demonstrated that
mosquitoes transmitted malaria.

2A similar observation holds true in the seminal search models (without informational externalities)
such as McCall (1965) and Morgan (1983). See Lippman and McCall (1976) and Chade, Eeckhout, and
Smith (2017) for surveys, or for a more recent example see Benkert, Letina, and Nöldeke (2018). In this
class of models, even if the optimal search rule prescribes searching forever, the probability that search
continues forever will converge to zero, thus ending search in finite time.
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Instead of the bandit framework, we study a model where the agent is faced with a
set of research projects of which only one has the potential to lead to the breakthrough.
Like the bandit framework, our model also features learning, as failure from one set of
projects is informative about the chances that a success will be found in the remaining
set. Our model is closely related to de Roos, Matros, Smirnov, and Wait (2018), who
also consider a model where an agent searches in a set of research projects. Importantly,
they assume that all projects are homogeneous, and that a successful project exists with
certainty. When this is the case, then the optimal search prescribes that the entire set of
available projects is examined in finite time, causing the search to also end in finite time.3

We instead assume that projects are sufficiently heterogeneous, so that a rational agent
optimally never examines the entire set of available projects. Paired with the possibility
that no project could be successful, we obtain the contrasting result that optimal search
may never end.

Heterogeneity of research project is not sufficient for the search to potentially remain
active forever. This can be best seen in Weitzman (1979), who famously showed that
optimal search ends—in finite time—when some reservation value is met. In Weitzman
(1979), opening one box is not informative about the value of yet unopened boxes. Thus,
after the agent has exhausted all the promising boxes, she stops. In contrast, Bayesian
updating leads our agent to become more optimistic about the value of remaining projects,
and, as we show, this causes the agent to never willingly abandon an active search.

In what follows, we formally introduce our model (Section 2), present our result on
potentially never-ending search (Section 3), and conclude with a discussion of the result
and its policy implications (Section 4).

2 Model

There is a set of heterogeneous research projects J = [0, 1) and a single agent searching
for an innovation in J . In any period t = 1, 2, . . ., the agent can examine an arbitrary
(measurable) set of projects S ⊆ J at the cost C(S) =

∫
S
c(j)dj. We assume that c(j) is

continuous, strictly increasing, and satisfies limj→1 c(j) = ∞.
With probability p ∈ (0, 1), the innovation is feasible, meaning that there is a single

project ĵ ∈ J , which, if examined, will lead to a successful innovation of value v. Exam-
ining any other project leads to a dead end. We assume that any project j ∈ J is equally
likely to yield success. The future costs and payoffs are discounted by δ ∈ (0, 1).4

3Using a similar model as de Roos et al. (2018), Matros and Smirnov (2011) and Matros and Smirnov
(2016) focus on the strategic interaction between multiple searchers. In extensions, they consider hetero-
geneous projects (in terms of success probabilities rather than costs) and allow for no successful project
to exist. Nevertheless, they always conclude that search ends in finite time, contrasting with our findings.

4This is a dynamic version of the model introduced in Letina (2016).
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3 Never-ending Search

An agent’s search strategy σ = (L1, L2, . . .) consists of a sequence of (potentially empty)
measurable sets Lt ⊆ [0, 1)∪∅, t = 1, 2, . . . determining which projects will be examined
in period t if previous periods did not yield success. We say that a search strategy σ is
interval-based if the subsets Lt are intervals. Moreover, we say that a search strategy is
increasing-interval-based if the subsets Lt are intervals such that supLt = inf Lt+1.

Let St := ∪t′<tLt′ and Ut := [0, 1)\St. Thus, St represents the set searched up to time
t− 1, and Ut is the set still unsearched when deciding at time t. Therefore, any optimal
search in period t will occur in Ut.

Let p̂σ(t) := Pr[ĵ ∈ Ut | ĵ ̸∈ St] denote the agent’s Bayesian posterior belief that
success is feasible at time t when following the strategy σ, i.e., p̂σ(t) = µ(Ut)p

µ(Ut)p+(1−p)
,

where µ denotes the Lebesgue measure. Then, we can write the agent’s value function
at time t, when St has been searched so far and when searching according to strategy
σ = (L1, L2, . . .), as

Vσ(St, t) = p̂σ(t)
µ(Lt)

µ(Ut)
v − C(Lt) + δ

(
1− p̂σ(t)

µ(Lt)

µ(Ut)

)
Vσ(St ∪ Lt, t+ 1).

We can now state our result, the proof of which is relegated to the appendix.

Proposition 1 The optimal search strategy σ∗ is such that either Lt = ∅ for all t or
µ(Lt) > 0 for all t.

Intuitively, there are two forces leading to the result. First, the informational exter-
nality of not finding the innovation induces the agent to continue searching. Second, the
increasing costs of searching dampen the incentives to continue the search. The former
effect ensures that the search continues, whereas the latter effect (and in particular the
assumption that limj→1 c(j) = ∞) prevents the search from being exhaustive.

More specifically, if, contrary to our result, there were a final period T in which the
search occurred, the agent would want to search all projects with a positive expected value
in that period, implying that the marginal project would have an expected value of zero.
Because of the increasing costs of search, that marginal project would have to be interior.
However, if there was no success in period T , the belief that the marginal project will
succeed would increase, implying a strictly positive expected value in the neighborhood
of the marginal project. Thus, stopping the search could not be optimal. Further, as the
remaining projects are increasingly costly to search, exhaustively searching all remaining
projects and ending the search in finite time is never optimal. Hence, once started, the
search only stops if the innovation is discovered. Since the innovation is not feasible with
probability 1−p > 0, the search could continue forever with a strictly positive probability,
leading to the following corollary.
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Corollary 1 If any search is optimal, the probability of active search in any period t ≥ 1

is strictly above 1− p > 0.

This corollary highlights the distinction of our result relative to the existing literature,
where even if the optimal strategy is to search forever, the search ends in finite time. In
contrast, our result is not only about the optimal strategy mandating infinite search but
that the actual search may last forever.

Finally, for our results to be meaningful, we need to establish conditions under which
some search is indeed optimal.

Lemma 1 If pv > c(0), it is optimal for the agent to engage in the search.

It is immediate that this condition ensures that the agent would rather search once than
not search at all.5 Intuitively, the agent compares the marginal benefit of searching the
initial interval with the marginal cost of doing so. The condition ensures that the former
exceeds the latter, so that search starts. However, by Proposition 1 we know that the
agent would not cease searching after one period but continue until a success is found.

4 Conclusion

At first glance, our result may seem counterintuitive: why would a rational agent be willing
to keep (forever) searching for a prize of finite value at eventually unbounded marginal
costs? To reconcile our result with this (incomplete) intuition, we need to also consider
the search intensity. Even as marginal costs increase, the agent can adapt the intensity
of search so that actual search costs do not increase from period to period. Effectively,
while active search may never end, the associated search intensity will converge to zero
in the limit because of the unbounded increase in the marginal search costs.

This is not merely a technical point, but rather has an important policy implication
for the question of when to optimally abandon a (research) project. McCardle et al.
(2018) note that, in practice, search often lasts longer than what is perceived as optimal
and suggest that one should set an “alarm clock” to ensure a timely end to the search
effort. Our results suggest that this might not always be the appropriate policy, and
that a research project may optimally need to continue for longer than intuition alone
would recommend. According to our results, an outside decision maker (who does not
fully account for the informational content of the failures that the agent has experienced)
is especially likely to perceive the search as going beyond the optimal threshold. This is
particularly relevant in environments with informational spillovers (so that failure today

5In the one-period model, searching an interval of length q∗ is optimal if and only if pv = c(q∗). Hence,
the condition in Lemma 1 yields q∗ > 0, ensuring that the agent would rather search once than not search
at all.

5



is informative of success chances tomorrow) and adjustable research intensity, which we
would argue are more common than not in research. Empirically, our result also highlight
the value of collecting data on research intensity, in addition to data on whether research
is active or not.

In short, the main message of our paper is that external decision makers should exercise
caution when recommending that a research project be abandoned. What might appear to
be the stubbornness of a researcher unwilling to admit defeat could, in fact, be a rational
response to the lessons learned from past failures.

6



Appendix: Proof of Proposition 1

Lemma 2 The optimal search strategy σ∗ satisfies: there do not exist intervals L and L′′

with µ(L), µ(L′′) > 0 and inf L > supL′′ such that L is searched and L′′ is not.

Proof: Suppose not. Then, there exists a set L, searched at some time t and a set L′,
with inf L > supL′ and µ(L′) = µ(L), that is never searched. As L is searched at time t,
we can write Lt = L∪S where S may be empty. Then, the value function at time t when
searching according to σ∗ is

Vσ∗(St, t) = p̂σ∗(t)
µ(L ∪ S)

µ(Ut)
v − C(L ∪ S)

+ δ

(
1− p̂σ∗(t)

µ(L ∪ S)

µ(Ut)

)
Vσ∗(St ∪ L ∪ S, t+ 1).

Consider the alternative strategy σ′, coinciding with σ∗ except that L is replaced by L′

at time t. Then

Vσ′(St, t) = p̂σ′(t)
µ(L′ ∪ S)

µ(Ut)
v − C(L′ ∪ S)

+ δ

(
1− p̂σ′(t)

µ(L′ ∪ S)

µ(Ut)

)
Vσ′(St ∪ L′ ∪ S, t+ 1).

The difference in value functions Vσ′(St, t)− Vσ∗(St, t) reads

C(L ∪ S)− C(L′ ∪ S)

+ δ

(
1− p̂σ(t)

µ(L′ ∪ S)

µ(Ut)

)
(Vσ′(St ∪ L′ ∪ S, t+ 1)− Vσ∗(St ∪ L ∪ S, t+ 1))

= C(L ∪ S)− C(L′ ∪ S) > 0.

The equality obtains because the deviation from σ∗ to σ′ entails no change in the poste-
riors, i.e., p̂σ′(t′) = p̂σ∗(t′) for all t′, as the measures of the searched and unsearched sets
are the same with both strategies. Hence, since the two strategies coincide for any t′ > t,
we have Vσ′(St ∪ (L′ ∪ S), t+ 1) = Vσ∗(St ∪ (L ∪ S), t+ 1). Finally, the inequality follows
from the fact that inf L > supL′ and c is increasing. This contradicts the optimality of
σ∗.

Lemma 3 The optimal search strategy σ∗ satisfies: there do not exist intervals L and L′′

with µ(L), µ(L′′) > 0 and supL < inf L′′ such that L is searched at time t and L′′ at time
t′ < t.

Proof: Suppose not. Then, there exist sets L and L′ that are searched at times t and t′

with t > t′, supL < inf L′′ and µ(L′) = µ(L). Consider the alternative strategy σ′ which
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coincides with σ∗ except that L and L′ are swapped at t and t′, respectively. Analogously
to the proof of Lemma 2, the posterior beliefs and success probabilities induced by the two
strategies are the same. Hence, the only difference in the value functions is induced by a
change in the timing of the search costs. The swap reduces the search costs at t′ by K,
while increasing them by the same amount at t, but this increase is discounted by at least
δ. Thus, the net reduction in costs is at least K− δK, implying Vσ′(St, t)−Vσ∗(St, t) > 0,
contradicting the optimality of σ∗. Lemmas 2 and 3 imply the following:

Corollary 2 The optimal search strategy σ∗ is increasing-interval-based.

With this we can reinterpret the strategy σ = (L1, L2, . . .) as a collection of increasing
intervals, i.e., [0, l1), [l1, l2) and so forth.

Lemma 4 The optimal search strategy σ∗ satisfies: if there exists a period t with µ(Lt) =

0, then µ(Lt′) = 0 for all t′ > t.

Proof: Suppose not. Then, there exists a period t with µ(Lt) = 0 and a period
t′ > t with µ(Lt′) > 0. Consider the alternative strategy σ′ which coincides with σ∗

except that for all s ≥ t we replace Ls by Ls+1. Then, Vσ′(St, t) = Vσ∗(St+1, t + 1) and
Vσ∗(St, t) = δVσ∗(St+1, t+1). Since stopping search yields a payoff of zero, it cannot be that
Vσ∗(St′′ , t

′′) < 0 for any t′′. Additionally, since µ(Lt′) > 0, it must be that Vσ∗(St′ , t
′) > 0,

since otherwise removing some subset from L′ would strictly increase the payoff in t′.
Thus, Vσ∗(St+1, t+ 1) > 0 and since δ < 1, then Vσ′(St, t) > Vσ∗(St, t).

We can now prove Proposition 1.
Proof: Lemma 4 implies that only three types of strategies can be optimal: 1) never
search, 2) search in every period until time T > 0 (unless there’s a success) and then not
search anymore, 3) search in every period until there is a success. Thus, we only need to
show that 2) cannot be optimal. Suppose there is a T > 0 such that the agent searches in
every period t ≤ T and then stops. Then, the agent’s value function at time T , the last
period of search, is given by

Vσ∗(ST , T ) =
(lT − lT−1)p

(1− lT−1)p+ (1− p)
v − C([lT−1, lT )),

because Vσ∗(ST ∪ [lT − lT−1), T + 1) = 0 and by Bayes’ rule p̂σ∗(T ) = (1−lT−1)p

(1−lT−1)p+(1−p)
.

Further, because it is optimal to search in period T , lT is implicitly defined by6

∂Vσ∗(St, T )

∂lT
= 0 ⇔ pv

(1− lT−1)p+ (1− p)
= c(lT ). (1)

6Observe that the value function is strictly concave in lT as c is strictly increasing.
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Since limj→1 c(j) = ∞ and the LHS of equation (1) is finite, it cannot be optimal that
lT = 1 and the interval [0, 1) is searched in finite time.

Thus, take lT < 1 and consider the agent’s incentives in period T + 1. In particular,
consider one more period of search before stopping forever. Then, the value function of
searching a positive interval, i.e., setting lT+1 > lT is

Vσ′(ST+1, T + 1) =
(lT+1 − lT )pv

(1− lT )p+ (1− p)
−
∫ lT+1

lT

c(j)dj.

For σ∗ to be optimal, we need to have pv
(1−lT )p+(1−p)

− c(lT+1) < 0, i.e., the marginal value
of continuing search needs to be negative. Rearranging and using equation (1), we obtain

pv

c(lT+1)
< 1− lTp ⇔ c(lT )

c(lT+1)
<

1− lTp

1− lT−1p
,

which must hold for any lT+1 ∈ (lT , 1). This is violated for lT+1 close enough to lT , as
the LHS converges to 1 while the RHS is constant and strictly smaller than 1 as lT+1

approaches lT from above. Hence, there is an incentive to continue searching in period
T + 1; thus, stopping in T cannot be optimal.
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